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Abstract: Brain hemorrhage is a serious and life-threatening condition. It can
cause permanent and lifelong disability even when it is not fatal. The word
hemorrhage denotes leakage of blood within the brain and this leakage of
blood from capillaries causes stroke and adequate supply of oxygen to the
brain is hindered. Modern imaging methods such as computed tomography
(CT) and magnetic resonance imaging (MRI) are employed to get an idea
regarding the extent of the damage. An early diagnosis and treatment can save
lives and limit the adverse effects of a brain hemorrhage. In this case, a deep
neural network (DNN) is an effective choice for the early identification and
classification of brain hemorrhage for the timely recovery and treatment of an
affected person. In this paper, the proposed research work is divided into two
novel approaches, where, one for the classification and the other for volume
calculation of brain hemorrhage. Two different datasets are used for two
different techniques classification and volume. A novel algorithm is proposed
to calculate the volume of hemorrhage using CT scan images. In the first
approach, the ‘RSNA’ dataset is used to classify the brain hemorrhage types
using transfer learning and achieved an accuracy of 93.77%. Furthermore,
in the second approach, a novel algorithm has been proposed to calculate the
volume of brain hemorrhage and achieved tremendous results as 1035.91 mm3

and 9.25 cm3, using the PhysioNet CT scan tomography dataset.

Keywords: Deep learning; computed tomography; magnetic resonance
imaging; brain hemorrhage; classification; volume analysis

1 Introduction

In each application field, machine-learning (ML) technologies have tumbled down and healthcare
is not far behind. The realization that using these strategies may assist greatly in obtaining valuable
insights into a medical domain that is tough to decrypt with a specialist, is what helps a lot of
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medical and non-medical staff. Deep learning has the ability to change the future of health services
with successful trials and novel applications. In the span of medical treatment, every item from
fundamental patient records to x-ray or computed tomography (CT) scans has progressed in obtaining
and preserving data [1]. The CT scan is faster and gives a pictorial view of organs, and skeletal
structure and the machine learning techniques may catch minute disparities that can be overlooked
by the human eye. Brain imaging is one application that uses deep neural networks (DNNs) and
ML algorithms to detect numerous significant head injuries, which can in turn cause brain damage
if not properly treated. An intracranial hemorrhage (ICH) is a form of bleeding that occurs in the
headache that is responsible for a number of different causes from head trauma, blockage of the
artery, cerebral aneurysm, malformations of arteries or venous tract, bleeding tumors, illegitimate
medicines, hypertension and disorders of blood clotting [2]. The neurosurgeon detects hemorrhage
and identifies the subtype of hemorrhage, depending on where the bleeding is located inside the brain.
In the computing tomography (CT), the bleeding looks intense (white), the important elements to
determine the hemorrhage may be taken and its subspecies can rely on location, form and vicinity [3].
Brain hemorrhage occurs due to the increase of blood flow in the brain or skull suddenly. A sudden
blow can also lead to brain hemorrhage. Eventually, transfer learning has also a great impact on the
world through their great performance. We aim to use transfer learning to classify hemorrhage types.
Before getting into hemorrhage classification, we need to know about hemorrhage types. The term
used for bleeding in the skull is known as intracranial hemorrhage (ICH), which is further divided
into five subtypes shown in Table 1 [4,5].

Table 1: Brain hemorrhage sub-types

• Epidural hemorrhage
Epidural hemorrhage occurs when blood collects between the outermost layer
of the brain and the skull. It happens due to a skull fracture or head injury.
Patients with this type of hemorrhage may lose consciousness and then regain it
later.

• Intraventricular (IVH)
Brain bleeds inside the ventricle, this condition occurs when the patient is
suffering from IVH hemorrhage. It occurs due to hemorrhagic stroke or
physical trauma.

• Subdural hemorrhage
The collection of blood on the surface of the brain between the dura and
arachnoid causes subdural hemorrhage. It causes due to fast forward
movement of the head and then all of sudden stopping it.

• Intraparenchymal hemorrhage
This type of hemorrhage occurs when there’s bleeding inside the brain
parenchyma. It causes mostly due by hypertension and trauma.

• Subarachnoid hemorrhage
Bleeding between the brain and thin tissues that cover the brain known as
meninges combine known as arachnoid and the pia mater leads to
subarachnoid hemorrhage. The major cause of this hemorrhage is trauma or a
burst of blood vessels in the brain.
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Nowadays, machine learning and deep learning techniques are helpful for the detection and
classification of brain hemorrhage [6–8]. Several machine learning techniques and deep learning
have gained attention for the segmentation and classification of a brain hemorrhage in recent years.
Convolutional Neural Networks (CNNs) are very reliable and efficient, thus giving much support
in the medical field. CNNs types are very helpful in detecting brain hemorrhage and for this
purpose Inception- Residual Neural Network (ResNet), Yann LeCun’s Le-Network, Google-Network
(GoogleNet), and U-Network (U-Net) are used. Getting an accurate prediction of a brain hemorrhage,
has become a popular topic in the medical research field. For this purpose, several algorithms and
neural networks are in progress.

Image processing is a way to improve image quality in various applications and domains after
extracting irrelevant image data from the image. Even medical images contain many parts of the
scanned image in its present format, which are irrelevant and unwanted. Some techniques of picture
pre-processing are required to remove certain irritating sections so that pictures are viewed correctly
until the diseases are found. The major aim is to apply pre-processing techniques to prepare the
photos and to improve image accuracy. Noise reduction and filtering algorithms help in improving
the quality of the image. The pixel intensity and picture quality improvements were performed after
preprocessing. After preprocessing, image quality is increased [9]. Low-level image processing is
utilized for contrast improvement and noise reduction, threshold segmentation, gradient, area and
mid-level image processing techniques [10].

Training data is the assumption of conventional methods of machine learning and test data
gathered from the same field, such that the space input function and data distribution features are
identical. However, in certain real-world learning circumstances, this assertion does not apply. There
are occasions when it is expensive or difficult to receive training information. High-performance
learners educated with data from different areas require this to be created more readily, this strategy
is called transfer learning [11]. The main contributions are as follows:

1. Proposed novel classification technique using transfer learning to classify brain hemorrhage
and its types.

2. Use two different datasets RSNA and PhysioNet dataset for two different techniques by
proposing a novel algorithm.

3. Proposed techniques will help medical professionals for early diagnosis of brain hemorrhage
and calculations of volume.

The rest of the paper is organized in the upcoming sections. The next section presents the related
work to provide the background of the research. Section 3 describes the materials and methods used
to achieve the results. The results are discussed in Section 4 and the last section presents the conclusion
for future work.

2 Literature Review

Several techniques of deep learning, machine learning, and image processing are available for brain
hemorrhage detection and classification. Some image processing techniques involve preprocessing,
color filtering, median filtering, segmentation and feature extraction, etc. Deep learning techniques
cover CNN architectures, UNet, Alex Network (Alex-Net), recurrent neural network (RNN), fully
connected neural networks (FCNNs) etc. Support vector machine (SVM), random forests and other
machine learning models are also used for the detection of hemorrhage.
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In the previous studies, Bhadauria et al. proposed different segmentation techniques to detect
brain hemorrhage from CT scan images. The methods used are region growing, thresholding, active
contour, and fuzzy clustering. Dataset collected from GE medical systems. The last technique was
the active contour method, which provides better results in accuracy than other approaches. Its
performance depends upon con-tour initialization and propagation controlling parameters [12]. In
another study in 2017, Hidayatullah et al. aimed to detect cerebral hemorrhage by segmenting CT
scan images. The major goal for this paper was to achieve higher accuracy by the image segmentation
technique of brain bleeding. Pre-processing techniques like erosion, filtering, and dilation method were
performed on CT scan images. In the last step, the authors calculate the percentage volume and area of
bleeding in the brain. The bleeding areas and percentage of bleeding area’s average error were 11.17%
and 1.13% respectively [13].

Furthermore, Lee et al. worked on detecting ICH and classifying its five subtypes from CT
scan images. A minimal dataset consists of a few cases less than 1000 or 904 cases to build their
model. In 2018, Algorithm development helps build a variety of clinical applications, which used
deep learning systems [14]. In past 2019, Ye et al. developed a novel technique comprised of a
combination of 3-Dimensional CNN-RNN for detecting intracranial hemorrhage (ICH) and its types,
i.e., intraparenchymal hemorrhage (IPH), intraventricular hemorrhage (IVH), subdural hematoma
(SDH), subarachnoid hemorrhage (SAH), and epidural hematoma (EDH) in CT scan images. They
collected data from three institutions, 2836 subjects. 90% of data was used for training, and 10% for
testing. Proposed framework CNN-RNN used for classification. For the prediction of bleeding or not,
they achieved accuracy above 98% for the detection of hemorrhage, and for hemorrhage subtypes clas-
sification, their algorithm achieved accuracy greater than 80% [15]. Furthermore, Okashi et al. imple-
ment an ensemble-learning approach to identify hemorrhage from MRI images. They developed
an intelligent and automatic model that can show an axial view of the MRI of the affected area
in the brain, which helps the doctors make decisions. The boosting algorithm performed feature
texture analysis and achieved an accuracy of 89.2% in detecting affected brain areas [16]. Similarly,
another author Ginat reveals the detection of intracranial hemorrhage. Non-contrast computerized
tomography (NCCT) scan by neural network and achieved an accuracy of 96.5% in 2019, and their
study helps in optimizing artificial intelligence clinical workflow [17].

Togacar et al. used the AlexNet convolutional neural network to detect brain hemorrhage using
CT scan images. Cerebral hemorrhage is classified using a dataset, restructured with the “Auto-
Encoder Network Model” and generates a heat map of every image to improve the classification.
Data augmentation was applied to increase images ten times. SVM helps in performing classification.
They achieved an accuracy of 98.57% by using this technique [18]. In 2020, another study by
Li et al. introduced U-Net architecture for detecting and segmenting the hemorrhage region in CT
scan of the brain and used two different datasets to achieve an accuracy of 0.9859. The reported model
detects lesion hemorrhage and introduces a tool, which helps in stroke diagnosis [19]. Recent studies
by Hssayeni et al. reveal that they developed a protocol and collected a dataset of 82 CT scans with
traumatic brain injury because they detected a brain hemorrhage type caused by traumatic brain injury
known as intracranial hemorrhage (ICH). The authors used Physio Net dataset for comparisons and
analysis purposes. Deep fully convolutional neural networks (FCNs), known as U-Net, automatically
segment ICT regions from CT scan images. Five-fold cross-validations used and achieved a dice
coefficient of 0.31 [1].

Furthermore, Efficient Net architecture was suggested Chaudhary and Prasad using Group
Normalization rather than Batch Normalization for the classification of hemorrhage. They proposed
another Model called U Net for the detection of hemorrhage regions using the segmentation technique.
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They used two different datasets for performing these tasks. Their evaluation criterion of model and
segmentation is loss function and extracting hemorrhage region respectively [20]. A review of the
literature undertaken by Rane and War-hade introduces deep learning approaches in 2021 to detect
hemorrhage and its subtypes. They used the RSNA dataset that is publicly available on Kaggle. They
preprocess digital imaging and communications in medicine (DICOM) images before feeding them
to the network. They perform transfer learning to detect hemorrhage subtypes. Their evaluation
metrics are loss functions. They used visual geometry group-16 (VGG-16) and the performance of
the model was evaluated based on the receiver operating characteristic-area under the curve (ROC-
AUC) curve [21]. The study reveals that Lee et al. proposed a deep learning algorithm for artificial
neural network (ANN) to detect ICH hemorrhage and its subtype’s classification but without using
CNN. They used a Computed Tomography dataset. Their evaluation metrics are ROC-AUC curve,
sensitivity and specificity. They use a fully automated approach and achieve results of 0.859%, 78.0%,
and 80.0% respectively [22].

Group of authors Wang et al. proposed a modified U-Net, which is a semi-supervised attention
model to segment CT scan images. They use 80% training data and the model gives a 0.67 Dice
coefficient value, while previously 0.61 dice coefficient value was achieved by the supervised model.
They used a small-labeled dataset and a large unlabeled dataset. Pre-trained U-Net model and
supervised version of the segmentation model was tested and trained regardless of the size of the data
[23]. Dawud et al. presented an approach to detect the hemorrhage at its early stage, which was a
difficult task and achieved this solution using CNN, AlexNet Neural Network, and a combination
of AlexNet and SVM, i.e., (AlexNet-SVM). In 2019, they classified brain hemorrhage images from
non-hemorrhage images using brain CT scan images. The authors compared three DNNs: Neural
Network from scratch, pertained model, and AlexNet-SVM. The same numbers of CT images were
used for all of these networks. After comparing and analyzing their results, “AlexNet-SVM” performs
best among these three Networks; “AlexNet-SVM” achieved an accuracy of 93.48% [24]. Furthermore,
Li et al. proposed a deep learning framework called U-Net for the detection of brain hemorrhage from
CT scan brain images. Data augmentation and normalization were performed on data before feeding
it to the model. U-Net helps to get the hemorrhage lesions with low contrast. For the improvement
of accuracy in segmentation, U-Net trained so aggressively. Results proved that the U-Net model has
more advantages over the human diagnosis of hemorrhage. They achieve an accuracy of 0.9859 for
detection of hemorrhage, 0.6919 intersections over union (IOU) for segmentation and 0.8033 dice
coefficient value [25]. Like previous studies, Chen et al. introduce a novel brain hemorrhage detection
system, which is based on the Internet of Things (IoT). Automatic detection of brain hemorrhage
is a difficult task, which may result in long-term injury or death. They use SVM and FNN in their
system and achieve accuracy of 80.67% and 86.7% respectively. FNN outperforms the SVM, which
can later use in the future to enhance the research perceptive [26]. Lewicki et al. developed a model
based on CT scans. Dataset used by them was RSNA. The huge dataset consists of 752803 images used
to train the model. They preprocess these images, which were initially in DICOM format. They use
CNN based on ResNet for classification. The weighted loss function is used to train the model; they
achieve an accuracy of 93.3% per image [27]. Zhang et al. presents a method by replacing position-
sensitive region of interest (PS-RoI) pooling with position-sensitive precise region of interest (PS-Pr-
RoI) pooling, which avoids coordinate quantization and directly calculates two-order integrals for
position-sensitive score maps, the presented technique improves detection accuracy and eliminates
localization misalignment. The results revealed a 3.7 percent boost in accuracy for object identification
tasks and a 6.0 percent increase for tiny items [28]. Wang et al. to adapt decrease latency and cost,
and propose the enhanced information multiple distillations networks (EIMDN). When compared to
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existing lightweight super-resolution methods, experimental findings reveal that our suggested method
achieves quicker convergence with fewer parameters and processing. The performance of network
reconstruction picture texture and target contour is greatly increased when the peak signal-to-noise
ratio (PSNR) and structural similarity (SSIM) is better [29]. Jauludgeludge and Reservoir describe
how reservoir computing characteristics may be used to standard forecasting techniques to expedite
the learning process, as well as a new methodology that allows hardware implementation of typical
machine learning algorithms feasible in electrical and photonic systems [30]. Khushi et al. discover
the best imbalance strategies suited for medical datasets, this study compares the performance of 23
class imbalance methods (resampling and hybrid systems) with three traditional classifiers (logistic
regression, random forest, and linear support vector classifier SVC) [31]. Srinivas et al., compare
the performance of CNN-pretrained transfer learning-based VGG-16, ResNet-50, and Inception-v3
models for automated prediction of tumor cells in the brain. Pretrained models are presented using a
dataset of 233 MRI brain tumor pictures. The purpose of this work is to use the VGG-16 pretrained
CNN model to detect brain cancers. The correctness of our model’s performance will be assessed. As
a consequence, we may estimate that the pre-trained model VGG-16 produces extremely sufficient
results with an improvement in training and validation accuracy [32]. Tharek et al., introduced a
model without any adjustment, the deep learning model for cerebral hemorrhage classification based
on ResNexT architecture demonstrated detection accuracy of more than 0.81 for every category of
bleeding [33].

3 Methods and Material

This section is describing the two different types of datasets used for the experiments of the
proposed methodologies for classification and the overall methodology of volume calculation of brain
hemorrhage.

3.1 Datasets

The accurate diagnosis of brain hemorrhage is an important task in the research of the medical
field. The goal of this research is to resolve the issue of misdiagnosis of hemorrhage when symptoms
are severe like loss of consciousness or headaches. Using the transfer-learning approach, we intend
to create a model that can detect brain hemorrhages and classify them into five sub-types. Knowing
where the hemorrhage is located accurately can be beneficial to performing volume analysis on the
hemorrhage region using pure image processing techniques. Volume indicates the depth of hemorrhage
in the brain. As a result, we will get probabilities of hemorrhage classification using transfer learning
and volume of hemorrhage using image processing on CT scan image slices. To make our work unique
we use two different datasets. One is used for classification and the other is used for volume calculation.

3.2 RSNA Intracranial Hemorrhage Detection

RSNA dataset is publicly available on Kaggle specially designed for a challenge in 2019 to detect
hemorrhage and its types. This dataset is quite large having a size of 427 GB. Processing large data on
local machines is very difficult. Therefore, we also utilize Kaggle, which provides a useful platform
to process this data. It gives a 16 GB GPU facility to train and process our model. This dataset
consists of CT scan images among which most of the patient’s data is normal or without hemorrhage
few suspected with hemorrhage, (0, represents normal and 1, represents hemorrhage patient’s data).
The dataset contains the metadata of images in DICOM format, which is known as digital imaging
and communications in medicine. This format is used for medical images to get all the information
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regarding patients and images. This dataset has five major types of hemorrhages: IVH, IPH, EDH,
SAH, SDH and any. Any sample image from training data is shown in Fig. 1a. After exploring images
in the dataset, we got some samples from all types of hemorrhages shown in Figs. 1b–1d.

Figure 1: Sample of brain hemorrhages taken from RSNA dataset

3.3 Computed Tomography Images for ICH and Segmentation

The second dataset we used for volume calculation of hemorrhage region is the computed
tomography dataset available at the physionet website. This dataset was created for segmentation
purposes. Our concern for using this dataset is to utilize CT scan slices for hemorrhage volume
calculation, as there are good quality CT scan slices, which were first stored in DICOM format, and
later on, researchers converted those to .jpg format for ease us to calculate volume. Samples with
complete 33 CT scan slices and only hemorrhage slices are shown in Figs. 2a and 2b respectively.

Figure 2: (a) Complete 33 CT scan slices (b) Hemorrhage slice
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3.4 Proposed Methodology

In this paper, the proposed methodology is based on two different approaches evaluated with
various datasets discussed in the previous section to complete the brain hemorrhage classification
and volume calculation tasks. The first dataset used is RSNA challenge 2019 for the classification of
brain hemorrhage types and the second, is the Physionet dataset for volume calculation. In the first
approach, the RSNA dataset is used and the preprocessing is applied before feeding it to the pre-trained
model. In the proposed methodology, pre-trained Convolutional neural networks are used for feature
extraction to detect the hemorrhage and then classify its subtypes. After classification, the second
approach has been applied and took CT scan image slices from the second dataset to calculate the
volume the of hemorrhage region. For this purpose, image-processing techniques are used to perform
volume estimation. The proposed methodology for both approaches is illustrated in Figs. 3 and 4.

Figure 3: The proposed methodology for brain hemorrhage classification

Figure 4: The proposed methodology for volume analysis

Inception Resnet V2 is a CNN, ImageNet repository used to train this model on millions of images.
164 layers deeper network provides facility to classify thousands of classes. Its input image size is
299 × 299 and as a result, we get class probabilities. Resnet 50 is a variation of the Resnet model that
has 64 different kernel of size 7 × 7 and stride sizes of two. It is a CNN-type network consisting of 50
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deep layers. ImageNet repository is used to train this model on millions of images. It can classify 1000
different classes.

3.5 Image Processing for Segmentation Volume Calculation

To calculate the volume estimation, the physionet dataset is used for experiments, which has
approximately 33 CT Scan slices per patient. Slice thickness is 0.5 cm or 5 mm. The idea behind this
is to calculate the total volume of hemorrhage. For this, we took data from one patient from a dataset
consisting of 33 CT scan image slices and separated hemorrhage slices from the rest of the slices. The
hemorrhage image is of black and white pixels and we need to be careful while performing calculations.
The white area represents the hemorrhage region as shown in Fig. 4. After this, we have designed our
algorithm to calculate the volume that is discussed in Fig. 5.

Figure 5: Sample image from the dataset

The volume of bleeding in the brain is to be calculated. It requires finding bleeding on each layer of
the CT scan with hemorrhage. The thickness of each CT scan is 5 millimeters (mm) or 0.5 centimeters
(cm) and there are 30 slices per image. For segmentation purposes, we consider hemorrhage image slices
and run our algorithm on those slices. Workflow for volume calculation is depicted in Fig. 4. After
getting hemorrhage CT slices, we performed some basic steps of the proposed algorithm to calculate
hemorrhage volume. The pixel area (PA) represents the area in mm2 or cm2 in the proposed formula,
where h is the height in mm or cm, n is the number of layers and i represents iteration from 1 to n-1.

4 Results and Discussion

In this section, we discussed the results as we have implemented our work in two different
approaches. In the first approach, we have done classification by using transfer learning. We have
used two pre-trained models Inception ResNetV2 and ResNet50 to extract the probability of all five
subtypes present in the RSNA dataset, which is publicly available. In the second approach, volume
is calculated using image processing MATLAB techniques. The proposed algorithm to calculate the
volume of brain hemorrhage is given below:
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Input: Hemorrhage CT scan image Slices

Output: Volume in mm3 and cm3

Process:

Step1: Count the number of pixels on each layer of CT scan slice

Step2: Convert pixel values into mm and cm by using formula

Millimeters = pixels × 25.4/dpi

Centimeters = pixels × 25.4/dpi

Step3: Results in total area of hemorrhage

Step4: Get the distance between layers i.e 0.5 cm or 5 mm and total number of slices of hemorrhage

Step5: Calculate height (h)

Step6: Calculate the volume by using following formula:

Volume = ∑n−1

i (PA × h)/2

4.1 Approach I

At the start of this approach, we convert .dcm image to .png. The dataset RSNA has DICOM
format images, which have metadata of images. There is an uneven distribution of data in the dataset.
The major portion of the dataset includes the data of patients without hemorrhage. We have converted
one image from .dcm to .png to show the sample image from our dataset and after converting, we got
the result shown in Fig. 5.

4.1.1 Confusion Matrix for All Classes

We train our model on 10 epochs and achieved 93.7% accuracy. After training, we plot a confusion
matrix for all types of hemorrhage and a universal type “any”. Multi-label confusion matrix (MLCM)
is based on true negative, false negative, true positive and false positive which can be represented as
MLCM (0, 0), MLCM (1, 0), MLCM (1, 1) and MLCM (0, 1). Multi-label confusion matrix returned
in terms of unique labels y_true and y_pred. Confusion matrixes for all the types of hemorrhage are
depicted in Figs. 6a–6f.

Figure 6: (Continued)
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Figure 6: Confusion matrixes

4.1.2 Model Training and Results

We have trained our model on 10 epochs due to the limited resource of the graphics processing
unit (GPU) available on Kaggle and achieved an accuracy of 93.77%. Metrics used to evaluate models
are accuracy and loss. After this weighted loss value is saved after every epoch in model checkpoints.
The weighted loss value after 10 epochs ends at 0.17454. Model accuracy and loss result for the last
4 epochs is shown in Table 2 and the model accuracy and loss graph is depicted in Figs. 7a and 7b.

Table 2: Model results

Epochs Accuracy Loss

7 93.27% 0.1811
8 93.57% 0.1805
9 93.64% 0.1745
10 93.77% 0.1745

Figure 7: (a) Model accuracy (b) Model loss

There is a total of four possibilities of our prediction shown in Table 3. Classification report
includes precision, recall, F1-Score and calculated as Table 4.
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Table 3: Possibilities of prediction

Cases Actual Predicted

TN Negative Negative
TP Positive Positive
FN Positive Negative
FP Negative Positive

Table 4: Evaluation metrics

Evaluation metrics Formula

Precision Precision = TP
TP + FP

Recall Recall = TP
TP + FN

F1 Score F1 Score = 2 × (Recall × Precision)

(Recall + Precision)

The support is the actual number of instances present in the dataset. Imbalanced support in the
dataset may result in structured weakness. The classification performance of the proposed method is
presented in Table 5.

Table 5: Classification report

Precision Recall F1-Score Support

0 0.82 0.75 0.78 3601
1 0.00 0.00 0.00 93
2 0.70 0.61 0.65 1251
3 0.59 0.42 0.49 865
4 0.00 0.00 0.00 1199
5 0.60 0.00 0.00 1616
Micro avg 0.77 0.44 0.56 8625
Macro avg 0.45 0.30 0.32 8625
Weighted avg 0.62 0.44 0.47 8625
Samples avg 0.16 0.10 0.12 8625

As a result, we got comma-separated values (CSV) file having probabilities of hemorrhage against
each ID shown in Fig. 8.

Maximum Predicted Probability among all types is shown in Fig. 9.
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Figure 8: List of probabilities

Figure 9: Maximum probability

4.2 Approach II

In approach II, we use the Physionet Computed Tomography dataset comprises of 82 CT scans.
This data was previously in DICOM format and researchers convert it into jpg format each of size
650 × 650. There are a total of 30 slices of each patient and the slice thickness is about 5 mm or
0.5 cm. We have taken one patient data and run our algorithm on that data to calculate the depth
of hemorrhage. Brain hemorrhage is a basically serious medical condition. If not treated timely it can
lead to death. That’s why we designed an algorithm that calculates the hemorrhage volume in terms
of its depth so that the patient could be treated timely. Volume is calculated in cm or mm depending
on pixel values of the hemorrhage area. Sample slices of one patient are shown in Fig. 2a. According
to our algorithm in the next step, we need to calculate the pixels of the brain hemorrhage area. We
calculate the pixel values of white area hemorrhage image slices found in Fig. 2. Hemorrhage slices
are depicted in Fig. 2b.

Volume Calculation

Volume is calculated in mm3 or cm3 using Eq. (1) and we are working on pixels of image slices to
convert pixel values into mm or cm units. Conversion of pixel values is represented into mm and cm
provided in Table 6.
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Table 6: Pixel to mm and cm conversion

Pixel values mm cm

1005 265.91 26.59
2257 597.16 59.72
2204 583.14 58.31
2504 662.52 66.25
965 255.32 25.53
2366 626.00 62.60
1710 452.44 45.24
972 257.18 25.72
309 81.76 8.18

To calculate the volume, the height (h) of CT scan slices can be measured in millimeters (mm) or
centimeters (cm) which are calculated as follows:

Height = Slice thickness/CT scan slices

h = 0.56 mm h = 0.05 cm

Putting in formula, we get:

Volume =
n−1∑

i

(PA × h) /2 (1)

Volume of Hemorrhage in mm3 = 1035.91 mm3

Volume of Hemorrhage in cm3 = 9.25 cm3

Discussion:

For volume calculation, we took 30 ICH CT scan slices of one patient from the Physionet
Computed Tomography dataset to perform our calculations. The volume calculated is very close to
the volume calculated by the physician manually. We have calculated the volume of bleeding in mm3

and cm3 as well. We have computed the height of slices and the area of slices to calculate volume.
Our algorithm shows complete systematic guidance to calculate volume. Doctors calculated volume
by using the ABC/2 formula for one slice; by following the same idea, we can calculate the depth of
hemorrhage. We have calculated values after getting complete details of slices and CT scans from a
doctor at a government hospital. The formula used by them is converted into ours for all the slices to
calculate the total depth of hemorrhage. After that, we put the area and height in the formula to get
the volume of brain hemorrhages 1035.91 in mm3 and 9.25 in cm3. Comparison of our technique with
previous techniques are listed below: The Comparative performance of the proposed methodology is
shown in Table 7.
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Table 7: Comparative performance

Author Year Methods Accuracy

Hidayatullah
et al. [13]

2017 Segmenting area’s average error was
11.17%

Okashi
et al. [16]

2019 Intelligent and automatic model 89.2%

Dawud
et al. [24]

2019 CNN, ALEX Net neural network 93.48%

Hssayeni
et al. [1]

2020 Fully convolutional neural networks
(FCNs)

Dice coefficient of 0.31

Li
et al. [19]

2020 U-Net architecture 98.59%

Rane and
Warhade [21]

2021 VGG-16 convolutional model ROC-AUC curve

Proposed methodology Inception ResNet V2 and RESNET
50 model

93.77%

Proposed algorithm The volume of Hemorrhage in
mm3 = 1035.91 mm3

The volume of Hemorrhage in
cm3 = 9.25 cm3

Limitations:

There are some limitations of the RSNA dataset which is used in our research work is huge data
and working on such a huge dataset is a challenging task. Training data has approximately 6.7% with
hemorrhage label and the remaining is without hemorrhage, which has a great difference in values.
Due to huge data, we use the Kaggle platform, which provides us the facility to train models using
online GPU resources. However, it has limited access; it only provides 30 h per week. That is why we
train our model on 10 epochs and achieved an accuracy of 93.77% and a loss value of 0.1745. We
could improve our model accuracy by training it on more epochs but did not perform because of the
long-time duration required for training. Overall, we have achieved good results. Our model gives us
a list of probabilities for each class of hemorrhage shown in Fig. 8 and all the maximum probability
we got is shown in Fig. 9.

5 Conclusion and Future Work

Accurate diagnosis of brain hemorrhage is an important task in the research medical field. A
major goal of this research is to resolve the issue of misdiagnosis of hemorrhage when symptoms
are severe like loss of consciousness or headaches and to calculate the volume of hemorrhage. We use
transfer learning and create a model that can detect brain hemorrhages and classify them into five sub-
types. Secondly, we calculated the volume of hemorrhage using one patient data from the physionet
dataset. In terms of volume, we mean depth of hemorrhage. As a result, we will get probabilities of
hemorrhage classification using transfer learning and volume of hemorrhage using image processing
on CT scan image slices. Future research work can start by increasing the model accuracy for the
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classification phase, which we limit to 10 epochs due to limited resources. Furthermore, future work
for the volumeThe maximum phase can be to perform experiments on our algorithm using any other
private or publicly available dataset.
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