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Abstract: Fast recognition of elevator buttons is a key step for service robots to
ride elevators automatically. Although there are some studies in this field, none
of them can achieve real-time application due to problems such as recognition
speed and algorithm complexity. Elevator button recognition is a comprehen-
sive problem. Not only does it need to detect the position of multiple buttons
at the same time, but also needs to accurately identify the characters on each
button. The latest version 5 of you only look once algorithm (YOLOVS) has
the fastest reasoning speed and can be used for detecting multiple objects in
real-time. The advantages of YOLOvVS make it an ideal choice for detecting the
position of multiple buttons in an elevator, but it’s not good at specific word
recognition. Optical character recognition (OCR) is a well-known technique
for character recognition. This paper innovatively improved the YOLOvVS
network, integrated OCR technology, and applied them to the elevator button
recognition process. First, we changed the detection scale in the YOLOvVS
network and only maintained the detection scales of 40 x40 and 80 « 80, thus
improving the overall object detection speed. Then, we put a modified OCR
branch after the YOLOVS network to identify the numbers on the buttons.
Finally, we verified this method on different datasets and compared it with
other typical methods. The results show that the average recall and precision
of this method are 81.2% and 92.4%. Compared with others, the accuracy
of this method has reached a very high level, but the recognition speed has
reached 0.056 s, which is far higher than other methods.
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1 Introduction

Elevator button recognition is one of the most critical functions in the process of robot delivery to
the home. In the process of robot delivering goods, the movement between floors is mainly completed
by taking the elevator, while the navigation research of the robot is mainly based on plane path
planning, and little attention is paid to the robot autonomously taking the elevators. It is of great
significance for robots to have the ability to take the elevator independently to complete the whole
delivery process end to end. Therefore, how to make the robot take the elevator autonomously becomes
an important problem [1].
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The process of taking the elevator autonomously for the robot involves key technologies such as
object detection and mechanical control. To give robots the ability to take the elevator, domestic and
foreign researchers have carried out a large amount of research. The main ideas are divided into two
kinds. The first one is to use the chip scheduling robot. The operation of this kind of robot in the
elevator mainly depends on the chip embedded in the robot and the elevator’s central control system.
This method requires customization of the elevator scene and the robot, which makes the robot not
universal in the application scene. The second one, which has been widely studied, is that the robot
relies on its computer vision capabilities, but it requires the robot to run a certain object detection
algorithm locally. In the following part, we focus on how to use the object detection algorithm in the
field of computer vision to complete elevator button recognition.

More object detection algorithms based on deep learning [2] are applied in hardware because of
the emergence of deep learning, the continuous evolution of hardware devices, and the continuous
strengthening of computing power. Compared with traditional methods, deep learning mechanisms
can significantly improve object detection performance and have strong anti-interference ability. Thus,
the object detection algorithm based on deep learning has gradually been widely used in unmanned
aerial vehicles (UAV), autonomous driving, service robots, and other fields. With the development of
deep learning, great breakthroughs have been made in the field of object detection, especially in the
development of extraction algorithms of convolutional neural networks (CNN) and regions of interest
(ROI). Many researchers applied it to button recognition for robots taking the elevator.

The object detection algorithm based on deep learning mainly adopts the network structure of the
convolutional neural network, which is divided into a two-step algorithm and a single-step algorithm
according to the completion of the object detection task. Region-based convolutional neural networks
(RCNN), fast RCNN, and faster RCNN [3-5] belong to two-step object detection algorithms, which
complete the object detection in two stages. Firstly, candidate regions are selected, and then these
candidate regions are sent to the network structure to extract features, which can predict the location
and category of the detected objects. The two-step algorithm takes a lot of time to generate region
proposals, so the detection speed is relatively slow and difficult to apply to the field of real-time
detection.

The typical representative of the single-step object detection algorithm is you only look once
(YOLO) algorithm proposed by Redmon et al. [6] in 2016 to improve the detection speed. This
algorithm does not need to generate candidate regions in advance but can identify the categories and
positions of multiple items in one image at one time, achieving end-to-end image recognition, and
greatly improving the computing speed. Therefore, this kind of algorithm has been widely used due to
its simple deployment and fast detection speed. The current problem is that the detection accuracy of
small objects is not ideal. At present, the YOLO algorithm has experienced development from version
1 (YOLOV1) to version 5 (YOLOVS), and the algorithm performance is gradually improved. Especially
in 2020, Ultralights launched the YOLOVS5 algorithm [7], which uses mosaic data enhancement and
multi-scale detection function to effectively make up for the defect of YOLO’s insensitivity to small
objects, and has the advantages of small size, fast speed, and high accuracy.

YOLOVS has been well used in traffic scenarios, but few have tried to use it in elevator button
recognition. Due to this small size advantage, the YOLOVS5 algorithm is very suitable for robots
to recognize multiple elevator buttons in an elevator environment. This paper mainly studies the
recognition technology of elevator buttons. Based on the comprehensive consideration of the weight
file size, recognition precision, and detection speed, the YOLOvVS algorithm is combined with the
optical character recognition (OCR) algorithm, which can improve the recognition performance of
the elevator buttons [].
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The paper is organized as follows: Section 2 introduces the research status of elevator button
recognition. Section 3 introduces the details of the algorithm and the network structure used in this
paper. Section 4 introduces the preparation process of elevator button datasets and the experimental
process of elevator button recognition, and compares the experimental results with other methods.
The conclusion can be found at the end of this paper.

2 Related Works

Traditional button recognition methods often contain a two-stage process, first detecting the
buttons and then recognizing the text on the buttons by OCR algorithm or classification networks.
For example, Klingbeil et al. [9] used the two-dimensional sliding window detector for the preliminary
detection of the elevator buttons and applied the expectation maximization (EM) algorithm and grid
model to adjust the button position to correct the excessive or missed detection. After that, OCR
technology was used to binarize and recognize the label of the elevator buttons. Although the method
can accurately recognize the elevator buttons, the grid model needs to have appropriate rows and
columns to correctly match each panel, so the algorithm allows robots to learn up to five grid models
in the process of machine learning, which makes the whole recognition process time-consuming and
inefficient. Kim et al. [10] first detected the button position and label region of interest through feature
extraction, object segmentation, and object registration, and then used a template-matching algorithm
for label recognition and conducted a refinement. The method can improve the performance of object
segmentation in images and solve the ambiguity problem introduced by simple or repeated patterns
on the buttons, but it has specific requirements for the shape of the elevator buttons, that is, only
the buttons with convex quadrangle boundary are applicable. Islam et al. [11] used the histogram
of oriented gradient (HOG) algorithm to extract features of the elevator button images and the bag
of words (BOW) method to extract features of the elevator button images, and then used the image
classification of artificial neural network (ANN) to perform the object identification [12]. This method
is accurate but time-consuming. Due to the limited computing resources of service robots and the
competition of some other programs for computing resources, the two-stage methods based on these
deep learning networks and OCR cannot be directly applied to real-time object detection of robots.

Later, some researchers directly applied the end-to-end multi-object detection framework to the
detection of elevator buttons and text recognition. For example, Dong et al. [13] proposed a recognition
model based on a convolutional neural network (CNN), which combined an ROI extraction algorithm
with button arrangement rules to achieve simultaneous location and recognition of elevator buttons.
Liu et al. [14] used a single detector (SSD) to extract the text description and spatial location of the
button label, and then used the full convolutional network (FCN) to estimate the semantic pixel-
level semantic segmentation mask for elevator button recognition. Yang et al. [15] use multi-object
detection neural network to detect and classify buttons simultaneously. A framework of YOLO is used
to perform end-to-end recognition in this work. Although only a limited number of button categories
can be recognized, the robustness of this method is significantly improved. All the above-mentioned
end-to-end methods have certain operational stability in elevator button recognition, but the detection
accuracy and processing time still need to be improved, so they cannot be directly used for real-time
detection.

In recent research, Wang et al. [16] introduced the idea of an Inception module and used
convolution kernels of different sizes to operate in parallel, increasing the depth and width of
networks at all levels, and improving the ability of network feature extraction. He also combines
batch normalization (BN) algorithm to improve the model training speed and network classification



120 CMC, 2023, vol.75, no.1

ability. The accuracy of the improved algorithm is 2% higher than that of the original algorithm.
Liu et al. [17] successfully used the OCR model implemented through the RCNN network to recognize
the characters of elevator buttons to achieve the recognition process of elevator buttons. Meanwhile,
they released the first large-scale public elevator panel dataset, which aims to provide a benchmark for
the segmentation and recognition methods of elevator buttons in the future.

Some current deep learning algorithms have achieved some visible results in object recognition
applications, which fully show that the application of deep learning algorithms in elevator button
recognition is feasible. Nevertheless, the process of quickly and accurately recognizing all eleva-
tor buttons under complex backgrounds and different light reflection conditions still needs to be
improved [18].

OCR [19] is a technology that converts the text in images into a text format in an optical way
through a series of image processing and recognition algorithm. Binarization, noise reduction, and
other techniques in OCR can effectively solve the shortcomings of elevator interiors, and are suitable
for key text recognition [20]. Therefore, this paper combines the YOLOVS algorithm with OCR
technology to improve the detection speed and reduce the impact of the complex environment inside
the elevator as much as possible thus improving the overall detection efficiency and accuracy. This
method is called the YOLOv5 + OCR model in this paper.

3 Research Method
3.1 Object Detection Network

YOLO is a fast and compact open-source object detection model, with faster recognition speed,
stronger performance, and good stability at the same scale compared with other networks. It is an
end-to-end neural network that can predict object categories and bounding boxes.

YOLOVI classifies the generation of region proposal and feature extraction into one step, divides
the image into S x S grids, and extracts features on the grids, each grid corresponds to two bounding
boxes. The speed is improved, but some objects will be lost. YOLOvV2’s backbone uses darknet-19,
removing the full connection layer and using five anchor boxes on each grid to detect some objects
that have not yet been learned. It can identify more objects and improve speed and accuracy but it
is still not accurate in small object detection [21]. YOLOV3 uses the new backbone network, in which
the head partially uses multi-scale features to detect objects of different sizes simultaneously. YOLOv4
incorporates several improvements over YOLOvV3, using mosaic data augmentation, cross-small batch
normalization, and self-adversarial training (SAT) in the input. Its backbone network adopts the cross-
stage partial network (CSP) and selects the genetic algorithm to prevent over-fitting. The head part
still uses the multiscale feature detection in YOLOV3 [22].

YOLOVS5 also performs mosaic data augment operations for image input and further uses adaptive
scaling operations for inference. This method can adaptively fill according to different input image
sizes, improving the inference speed by 37%. Secondly, the FOCUS structure located at the front of the
network is designed. The main content of this structure is to slice the input data, which can effectively
improve the quality of image feature extraction. In the output, YOLOVS can better detect some
overlapping objects in the detected image without increasing computational resources. According to
the official data, the fastest reasoning time per image in the current version of YOLOVS is 0.007 s, or
140 frames per second (FPS), and the weight file size is only 1/9 of YOLOv4 [23].

YOLOVS5 comes in four weight models, namely YOLOvSs, YOLOv5m, YOLOvVS], and YOLOvS5x.
The comparison of the four models is shown in Fig. 1. YOLOVS5s is the fastest-weight model with the
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smallest feature mapping width in this series. Although the accuracy is not the highest, it can also meet
our recognition requirements after subsequent improvement. Therefore, we choose the elevator button
recognition experiment based on YOLOVSs.

The network structure of YOLOVS is mainly composed of four parts. Their functions are listed
below. [24]
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Figure 1: Comparison of four weight models

Input: Complete adaptive anchor frame calculation and adaptive image scaling.
Backbone: Convolutional neural network for feature extraction of images.
Neck: Combine and mix the image features, and pass the results to the prediction layer.

Head: Produce the final prediction output of the location and category.

3.2 The Improved Recognition Network
3.2.1 The Improved YOLOvS Network

The original YOLOVS5s has three detection scales: 20 x 20, 40 x 40, and 80 x 80. The detection
scale of 20 x 20 is mainly used to detect large objects, the detection scale of 40 x 40 is mainly used to
detect medium-sized objects and the detection scale of 80 x 80 is used to detect small objects. [25]

Since the button detection in the elevator scene is a small detection object, the large objects
detection scale of 20 x 20 is removed from the three detection scales in our method. If only the
detection scale of 80 x 80 is retained, some datasets may fail to extract effective features due to unequal
shooting distances and uneven pixel distribution, thus affecting the training results. Therefore, we
chose to retain a 40 x 40 medium size and 80 x 80 small size detection scale. The network can better
meet the requirements of the detected objects and further improve the network speed by doing this.
The improved network structure is shown in Fig. 2.

The operation process of the YOLOVS network is as follows. The input part is used as the
input of the dataset. Firstly, the image features of the dataset are extracted by the backbone part,
and the image is segmented into 4 images with the size of 128 x 128 x 3 according to focal length.
After processing, the feature map with the size of 64 x 64 x 12 can be obtained. The focus saves the
result of the multiple-slices feature maps, and then sends them to the module, where the convolution
operation is used to extract features from the feature map. After each convolution operation, a
concentrated-comprehensive convolution block (C3) is used to reduce the computation and memory.
Each C3 in the backbone is followed by a spatial attention module (SAM) to extract key features and
suppress irrelevant information.
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Figure 2: The improved YOLOV5 network structure

The neck part adopts the feature pyramid network (FPN) structure to transfer high-level features
from top to bottom, enhances semantic features, and improves the feature extraction ability of the
network. As shown in Eq. (1), the prediction part uses GIOULOSS to perform the loss function of
the bounding box and filters the object box by non-maximum suppression.

2 (b, b
GIOULOSS = 1 — IOU + L;) 1)
C

where b is the center point of the dimension box, 5*' is the regression center, p () is the Euclidean distance
between the center point of the dimension box and the center point of the regression box, c is the
diagonal length of the smallest circumscribed rectangle between the dimension box and the regression
box, I0U is the ratio of the intersection set and union set of dimension box and regression box.

3.2.2 The Combination of OCR Technology

The elevator button position detection can be well solved by using the YOLOvVSs object detection
algorithm. However, YOLOVS5’s capabilities are still very limited when it comes to specific word
recognition, especially when most elevator panels have mirror reflections. Simply describing the
recognition task as a multi-object detection problem will limit the improvement of recognition
performance. Therefore, the YOLOVS is mainly used for position detection of elevator buttons in our
work, and the text recognition on the buttons is carried out by the OCR algorithm after the accurate
position of the buttons is given.

The main techniques used in our approach include the following sections: [26]

Binarization: Most of the images taken by the camera are colorful, and contain a huge amount
of information. To make the computer recognize characters faster and better, colorful images are
processed into the images containing only foreground information and background information, the
foreground information is simply defined as black, and also, the background information is white.

Denoising: For different images, the definition of noise is different. Denoising is carried out
according to the characteristics of noise.

Tilt correction: Images taken by the camera are inevitably tilted, so correction of tilt is required.
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Character segmentation: Because of the limitations of illumination, specular reflection, and other
conditions during photographing, the captured images may have problems of character adhesion or
incomplete character, which greatly limit the performance of the recognition model. Thus, a character
segmentation operation is required for the captured images.

Character recognition: Character recognition process is realized through dataset training, char-
acter feature extraction and template matching.

This experiment mainly uses the binarization, denoising, character segmentation, and character
recognition processes of OCR technology, and combines the characteristics of the YOLOvV5 neural
network that can be used to improve the object recognition speed and character recognition accuracy,
to achieve a complete elevator button recognition process. The main process of the YOLOvS + OCR

model is shown in Fig. 3.
Self-made dataset

Dataset annotation

l

Dataset training

l

Obtain the weight file

}

YOLOVS5 detection

I
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I

Image preprocessing
(binarization, denoising)

I

Character segmentation

}

Character recognition

Figure 3: Flow chart of elevator button recognition model
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4 Experimental Process and Results

To verify the effectiveness of our proposed approach, we collected a large dataset containing
exterior and interior images of elevator button panels. The dataset contains a total of 102 different
elevator panels, including 478 button labels and 46 different categories. These data come from network
searches and collections in daily life. Once enough datasets had been collected, the next step was to add
labels on the data images. After converting the label files to text files, we input them into the YOLOVS5
network for training.

4.1 Button Detection

Asshownin Fig. 2, the YOLOVS5 network structure includes a primary prediction box. Its core idea
is to take the whole image as the input of the network and directly predict the position and category
of the object box in the output layer. An object box corresponds to four location information and one
confidence information. The confidence equation is shown in Eq. (2).

truth truth
P, (Classi Object) * P, (Object) * IOUrL = P, (Classi) * IOU ru
pred pred

2)

The first item on the left of the equation is the category probability of each grid prediction,
and the second and third items are the confidence of each object box prediction. The result of their
multiplication contains not only the probability that the predicted object box belongs to a certain
category but also the probability of the accuracy of the object box. After obtaining the category
confidence score of each object frame, the low-score object frames are filtered out by comparing
them with the threshold. The retained object frames are the final detection results after non-maximum
suppression (NMS) processing.

Firstly, the elevator button image captured by the camera on the robot is sent to our trained
network model for button positioning and bounding box recognition. Secondly, these located object
areas are passed to the customized OCR engine one by one. After reading these areas, the OCR engine
stores them and runs the template matching algorithm to get the character recognition results, and
then outputs the floor number on the elevator buttons in the form of a label on the original image
to complete the recognition task of elevator buttons. Some experimental comparison results are as
follows in Fig. 4. The OCR network is a character-level recognition based on the character dictionary.
Due to the serious data imbalance problem in the elevator button dataset, the multi-object detection
model is easy to over-fit classes of training samples. The OCR network can decompose a large number
of floor numbers into individual characters and then identify them separately, thus, the number of
categories that need to be identified is greatly reduced and the problem of data imbalance is alleviated.

4.2 Loss Function

The process of training the dataset involves label classification and sample regression training,
and its loss functions are respectively expressed as classification loss L, and regression loss L,, where
Lc is a typical binary cross entropy (BCE) loss, as shown in Eq. (3).

1 e * *
L. = N ;BCE (b, b") b, b € {0, 1} 3)
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Figure 4: Experimental comparison results

Lr is the Huber loss of robust regression, as shown in Egs. (4) and (5). N, and N, represent the
number of button candidate boxes.

L= Ni Z b, < (1}] Huber (. ) )

i=1
[0.5||p—p*||§,||p—p*||1 <1

Huber (p;, pi*) = 5
uber (P, pr) [lp — p*lI1 — 0.5,0therwise 6))

The training can be stopped when the average loss is no longer reduced after a certain number of
iterations. Then the weight file with the highest score will be selected as the network weight file.

In the process of object detection, the optical character recognition loss L, is shown in Eq. (6). L,
is the loss of case level classification cross entropy (CCE). The loss function of the whole process can
be expressed as Eq. (7).

1 & T a o
L,= N Z: 1[61{1}] Z: CCE (0!, ¢! (6)
L = icLc+ AL, + AL, (7)

By defining and optimizing the loss function, the network model can improve recognition accuracy
to a certain extent. Compared with other models, our model has less loss and a better effect. The
comparison of loss functions of different models is shown in Fig. 5.

4.3 Mean Average Precision (mAP)

To further explore the feasibility of YOLOVS in the application of elevator button recognition,
this section compares the mean average precision (mAP) of different object detection algorithms in
the application of elevator button recognition in recent years, as shown in Fig. 6.

As can be seen from Fig. 6, although the mAP of YOLOVS is not the highest, it is not much
different from the RCNN algorithm with the highest value. This disadvantage can be remedied by
combining it with OCR. In addition, the ultra-high recognition speed of the YOLOvVS algorithm
completely opens a new world in the field of elevator button recognition.
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Figure 6: mAP value comparison of different models

4.4 Results and Analysis

In this section, we first analyzed the overall performance of the YOLOvS + OCR model in
the process of elevator button recognition based on the experimental results. Then we made a
comprehensive comparison of the proposed method with other existing detection methods and
discussed the results.

Firstly, the following performance indicators are used to evaluate the performance of the object
detection algorithm: precision (P), recall (R), and mAP. P is a measure of accuracy and R is a measure
of coverage, as shown in Egs. (8) and (9).

Precision = TP/(TP + FP) x 100% ®)
Recall = TP/(TP + FN) x 100% 9)

where TP represents the number of predicted positive cases that are positive, FP represents the number
of predicted positive cases that are negative and FN represents the number of predicted negative cases
that are positive. The mAP is used to measure recognition accuracy, which is obtained by averaging
the average accuracy values of all categories.

After the training of YOLOVS network label classification and location detection, the maximum
P, R, mAP_0.5 and mAP_0.5:0.95 of the dataset respectively reach 0.948, 0.989, 0.996 and 0.958, as
shown in Fig. 7 and the dataset analysis diagrams are shown in Fig. 8.
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Figure 8: Dataset analysis

(c) Dataset object size segment.

To verify the accuracy of the YOLOvVS + OCR model in elevator button recognition, we compared
the recognition results of the YOLOvVS + OCR model on self-made datasets trained by ourselves and
other two different datasets. One of the datasets comes from collection images on the website; the
other comes from a part of the first publicly available large-scale elevator key panel dataset published
by Zhu et al. [1]. The test results of the YOLOvS5 + OCR model on different datasets are shown in

Table 1.
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Table 1: Test results of different elevator button datasets under the YOLOvVS + OCR model. AR
represents average recall, AP represents average precision and the time represents the processing time
of each test image

Test set type Size test set Test result

Number of buttons Label category AR AP Time/s

Network dataset 485 37 0.719 0.931 0.052
Reference dataset 492 50 0.778 0.944 0.046
Self-made dataset 478 46 0.706 0.926 0.056

Through the above experimental results, it is obvious that the difference in AP between the trained
self-made dataset and the other two datasets is little, which shows that the YOLOv5 + OCR model is
not only applicable to our dataset but also widely applicable to other datasets of elevator buttons in a
variety of scenarios.

To further study the performance of our proposed model and other existing elevator button
recognition methods, such as the traditional template-matching model, traditional CNN + OCR
model added expectation-maximum algorithm (EM) and hidden Markov model (HMM), end-to-end
CNN model and OCR-RCNN model. We analyzed another series of experiments about these methods
on the datasets we constructed above. The experimental results are shown in Table 2 below. The test
results are affected by the input image resolution, image acquisition speed, model size, and so on.

Table 2: Performance comparison of different elevator button recognition methods

Experimental Test set type Size test set Test result

method ;
Number of  Label AR AP Processing
buttons category time/s

Traditional Self-made 478 46 — — 0.380

template-matching dataset

model

Traditional CNN + 0.855 0.880  3.000

OCR(added EM and

HMM)

End-to-end CNN 0.800 0.876  0.417

OCR-RCNN 0.815 0945 0.142

YOLOVS + OCR 0.812  0.924  0.056

model

From the experimental results of different elevator button recognition methods in Table 2, we
could conclude that the AP of the OCR-RCNN model and YOLOvVS + OCR model are higher than
others and the accuracy of both models remains at a high level, with little difference between them.
However, the recognition speed of the YOLOvS + OCR model is much higher than that of the OCR-
RCNN model. Besides, it is not difficult to see that the YOLOvS5 + OCR model adopted in this paper
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has shown great advantages in the experiment process of elevator button recognition. It not only has a
strong recognition speed, but also effectively solves the problem of data imbalance, and it has a great
application value in reality.

5 Conclusions

In this paper, an elevator button recognition method based on the YOLOvS5 and OCR is proposed.
In the object detection stage, we adopted the YOLOVS algorithm to complete the deep learning task,
which greatly improved the overall detection speed. To verify the effectiveness of the YOLOvVS +
OCR model, we collected a large elevator button dataset and conducted template matching training.
Compared with many other object recognition models, the YOLOvS5 + OCR model has obvious
advantages in running speed, better performance of detecting small objects, and clearer results. The
results of the experiment inferred that the YOLOvS + OCR model can be well applied to the field
of service robots that take elevators autonomously and can recognize elevator buttons quickly and
accurately. It is of great practical significance to improve the speed and accuracy of elevator button
recognition for robots riding elevators autonomously.

Acknowledgement: We acknowledge funding from the Research and Implementation of An Intelligent
Driving Assistance System Based on Augmented Reality in Hebei Science and Technology Support
Plan (Grant Number 17210803D), Science and Technology Research Project of Higher Education in
Hebei Province (Grant Number ZD2020318), Middle School Students Science and Technology Inno-
vation Ability Cultivation Special Project (Grant No.22E50075D) and project (Grant No. 1181480).

Funding Statement: This research was funded by the Research and Implementation of An Intelligent
Driving Assistance System Based on Augmented Reality in Hebei Science and Technology Support
Plan (Grant Number 17210803D), Science and Technology Research Project of Higher Education in
Hebei Province (Grant Number ZD2020318), Middle School Students Science and Technology Inno-
vation Ability Cultivation Special Project (Grant No.22E50075D) and project (Grant No. 1181480).

Conflicts of Interest: The authors declare that they have no conflicts of interest to report regarding the
present study.

References

[1] D.Zhu, Y. Fang, Z. Min, D. Ho and Q. H. Meng, “OCR-RCNN: An accurate and efficient framework for
elevator button recognition,” IEEE Transactions on Industrial Electronics, vol. 69, no. 1, pp. 582-591, 2021.

[2] W. H. Wang and J. Y. Tu, “Research on license plate recognition algorithms based on deep learning in
complex environment,” IEEE Access, vol. 8, pp. 91661-91675, 2020.

[3]1 X.R.Zhang,J. Zhou, W. Sun and S. K. Jha, “A lightweight CNN based on transfer learning for COVID-19
diagnosis,” Computers, Materials & Continua, vol. 72, no. 1, pp. 1123-1137, 2022.

[4] S.Zhao, Z. L. Liu, A. L. Zheng and Y. Gao, “Real-time classification and detection of garbage based on
SSD improved with mobilenetv2 and IFPN,” Computer Application, vol. 42, no. 1, pp. 1-10, 2022.

[5S] H.Jiang and E. Learned-Miller, “Face detection with the faster R-CNN,” in 2017 12th IEEE Int. Conf. on
Automatic Face & Gesture Recognition (FG 2017), Washington, DC, USA, pp. 650-657, 2017.

[6] J. Redmon, S. Divvala, R. Girshick and A. Farhadi, “You only look once: Unified, real-time object
detection,” in 2016 IEEE Conf. on Computer Vision and Pattern Recognition (CVPR), Las Vegas, USA,
pp. 779-788, 2016.

[71 G. Jocher, A. Stoken, J. Borovec, N. Code, A. Chaurasia et al., “Ultralytics/yolov5: V5.0-YOLOvS5-p6 1280
models,” AWS, Supervise.ly and YouTube integrations, 2021. https://doi.org/10.5281/zenodo.4679653.


https://doi.org/10.5281/zenodo.4679653

130

(8]

]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

(22]

(23]

[24]

CMC, 2023, vol.75, no.1

W. Sun, X. Chen, X. R. Zhang, G. Z. Dai, P. S. Chang et al., “A Multi-feature learning model with enhanced
local attention for vehicle re-identification,” Computers, Materials & Continua, vol. 69, no. 3, pp. 3549-3560,
2021.

E. Klingbeil, B. Carpenter, O. Russakovsky and A. Y. Ng, “Autonomous operation of novel elevators for
robot navigation,” in 2010 IEEE Int. Conf. on Robotics and Automation, Anchorage, Alaska, USA, pp.
751-758, 2010.

H. H. Kim, D. J. Kim and K. H. Park, “Robust elevator button recognition in the presence of partial
occlusion and clutter by specular reflections,” IEEE Transactions on Industrial Electronics, vol. 59, no. 3,
pp. 1597-1611, 2011.

K. T. Islam, G. Mujtaba, R. G. Raj and H. F. Nweke, “Elevator button and floor number recognition
through hybrid image classification approach for navigation of service robot in buildings,” in Int. Conf. on
Engineering Technology and Technopreneurship, Antalya, Turkey, pp. 1-4, 2017.

A. A. Abdulla, H. Liu, N. Stoll and K. Thurow, “A robust method for elevator operation in semi-outdoor
environment for mobile robot transportation system in life science laboratories,” in IEEE Jubilee Int. Conf.
on Intelligent Engineering Systems, Budapest, Hungary, pp. 45-50, 2016.

Z. Dong, D. Zhu and M. Q. -H. Meng, “An autonomous elevator button recognition system based on
convolutional neural networks,” in Robotics and Biomimetics (ROBIO), 2017 IEEE Int. Conf. on, Macau,
China, pp. 2533-2539, 2017.

J. Liu and Y. Tian, “Recognizing elevator buttons and labels for blind navigation,” in 2017 IEEE 7th Annual
Int. Conf. on CYBER Technology in Automation, Control, and Intelligent Systems (CYBER ), Hawaii, USA,
IEEE, pp. 1236-1240, 2017.

P.-Y. Yang, T. -H. Chang, Y. -H. Chang and B. -F. Wu, “Intelligent mobile robot controller design for hotel
room service with deep learning armbased elevator manipulator,” in 2018 Int. Conf. on System Science and
Engineering (ICSSE), Taiwan, China, pp. 1-6, 2018.

T. Y. Wang, W. Guo and Y. P. Wu, “Elevator passenger identification method based on multi task
convolutional neural network,” Computer System Application, vol. 30, no. 6, pp. 278-285, 2021.

J. Liu, Y. Fang and D. Zhu, “A Large-scale dataset for benchmarking elevator button segmentation and
character recognition,” in 2021 IEEE Int. Conf. on Robotics and Automation (ICRA 2021), Xi’an, China,
pp. 14018-14024, 2021.

D. Zhu, T. Li, D. Ho, T. Zhou and Q. H. Meng, “A novel ocr-rcnn for rlevator button recognition,” in
IEEEIRSJ Int. Conf. on Intelligent Robots and Systems (IROS), Madrid, Spain, IEEE, pp. 3626-3631,
2018.

T. Zhang, M. D. Ma and D. Y. Wang, “Research on OCR character recognition technology,” Computer
Technology and Development, vol. 30, no. 4, pp. 85-88, 2020.

W.Sun, G. Z. Dai, X. R. Zhang, X. Z. He and X. Chen, “TBE-Net: A three-branch embedding network with
part-aware ability and feature complementary learning for vehicle re-identification,” IEEE Transactions
on Intelligent Transportation Systems, vol. 23, no. 9, pp. 14557-14569, 2021. https://doi.org/10.1109/
TITS.2021.3130403.

X.R. Zhang, H. L. Wu, W. Sun, A. G. Song and S. K. Jha, “A fast and accurate vascular tissue simulation
model based on point primitive method,” Intelligent Automation & Soft Computing, vol. 27, no. 3, pp. 873—
889, 2021.

Z.G. Liand N. Zhang, “A light weight YOLOVS traffic sign recognition method,” Telecommunication Engi-
neering, vol. 62, no. 9, pp. 1201-1206, 2021. http://kns.cnki.net/kems/detail/51.1267.tn.20211230.1940.014.
html.

W. Sun, L. Dai, X. R. Zhang, P. S. Chang and X. Z. He, “RSOD: Real-time small object detection algorithm
in UAV-based traffic monitoring,” Applied Intelligence, vol. 52, no. 6, pp. 8448-8463, 2021. htips://doi.
org/10.1007/s10489-021-02893-3.

H. B. Fang, G. Wan, Z. H. Chen, Y. W. Huang, W. Y. Zhang et al., “Offline handwriting mathematical
symbol recognition based on improved YOLOVSs,” Journal of Graphics, vol. 43, no. 3, pp. 387-395, 2021.
https://kns.cnki.net/kems/detail/10.1034.T.20211231.1512.004.html.


https://doi.org/10.1109/TITS.2021.3130403
https://doi.org/10.1109/TITS.2021.3130403
http://kns.cnki.net/kcms/detail/51.1267.tn.20211230.1940.014.html
http://kns.cnki.net/kcms/detail/51.1267.tn.20211230.1940.014.html
https://doi.org/10.1007/s10489-021-02893-3
https://doi.org/10.1007/s10489-021-02893-3
https://kns.cnki.net/kcms/detail/10.1034.T.20211231.1512.004.html

CMC, 2023, vol.75, no.1 131

[25] S. Jiang, W. Yao, M. S. Wong, M. Hang, Z. H. Hong et al., “Automatic elevator button localization using
a combined detecting and tracking framework for multi-story navigation,” IEEE Access, vol. 8, pp. 1118—
1134, 2019.

[26] W. Sun, G. C. Zhang, X. R. Zhang, X. Zhang and N. N. Ge, “Fine-grained vehicle type classification
using lightweight convolutional neural network with feature optimization and joint learning strategy,”
Multimedia Tools and Applications, vol. 80, no. 20, pp. 30803-30816, 2021.



	An Elevator Button Recognition Method Combining YOLOv5 and OCR
	1 Introduction
	2 Related Works
	3 Research Method
	4 Experimental Process and Results
	5 Conclusions



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [300 300]
  /PageSize [612.000 792.000]
>> setpagedevice


