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Abstract: In the field of stroke imaging, deep learning (DL) has enormous
untapped potential. When clinically significant symptoms of a cerebral stroke
are detected, it is crucial to make an urgent diagnosis using available imaging
techniques such as computed tomography (CT) scans. The purpose of this
work is to classify brain CT images as normal, surviving ischemia or cerebral
hemorrhage based on the convolutional neural network (CNN) model. In this
study, we propose a computer-aided diagnostic system (CAD) for categorizing
cerebral strokes using computed tomography images. Horizontal flip data
magnification techniques were used to obtain more accurate categorization.
Image Data Generator to magnify the image in real time and apply any
random transformations to each training image. An early stopping method to
avoid overtraining. As a result, the proposed methods improved several esti-
mation parameters such as accuracy and recall, compared to other machine
learning methods. A python web application was created to demonstrate the
results of CNN model classification using cloud development techniques. In
our case, the model correctly identified the drawing class as normal with 79%
accuracy. Based on the collected results, it was determined that the presented
automated diagnostic system could be used to assist medical professionals in
detecting and classifying brain strokes.
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1 Introduction

Stroke is the second leading cause of death worldwide after cardiovascular disease and the third
cause of global disability after neonatal disease and cardiovascular disease [1]. According to the World
Health Organization (WHO), about 15 million people worldwide experience a stroke each year, 5
million die, and the remaining 5 million are permanently disabled [2].
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Despite the high mortality rate, stroke is treatable if diagnosed early. Early detection of stroke can
help avoid serious consequences or even death. Because each type of stroke requires different therapy,
determining the type of stroke is crucial, and neuroimaging aids in the diagnosis of neurovascular
disease. Computed tomography (CT) and magnetic resonance imaging (MRI) are the most common
methods used to diagnose stroke. Although MRI provides better images than CT scans [3], the
technique required for this procedure is available only in large institutions. Typically, CT is the primary
step in detecting stroke, as it allows checking the volume, type, and severity of the lesion. In addition,
CT is considered to be the fastest and most cost-effective technology for diagnosing stroke [4]. As a
result, given the need for rapid diagnosis, the paramount importance of decision support systems that
analyze CT images to assist physicians in making medical decisions is undeniable [5].

The ultimate goal of using imaging techniques in the detection of cerebral stroke is to establish
the diagnosis as soon as possible and to collect accurate data about the intracerebral vasculature and
cerebral perfusion to make treatment decisions. In the case of acute ischemic stroke, delays in diagnosis
and treatment can lead to severe consequences for brain function as well as an increased risk of death.
The validity of medical interventions, such as endovascular treatment, is determined by the location
of the lesion in the posterior or anterior circulation and the period since the onset of the disorder
[6,7]. Most processes in the treatment of symptomatic patients require the presence of human experts.
Reliance on medical experts is a labor-intensive process, and these experts may not always be available
at every medical facility. Imaging studies such as CT and MRI are needed to quickly diagnose brain
lesions in stroke and determine which parenchymal areas are damaged. Automated approaches to
brain stroke assessment are needed to increase early treatment options.

Traditional methods of automatic identification and classification of cerebral infarcts have been
developed using a set of guidelines for feature design provided by algorithm developers after a
thorough analysis of clinical data [8]. Due to the fact that some aspects of a potential brain stroke are
hidden and difficult to discern on scans, traditional methods of automatic stroke classification have
been hampered by a lack of sophistication. On the other hand, deep learning methods can learn visual
attributes from training samples, unlike conventional machine learning [9]. These methods can simplify
the modeling of cerebral infarcts and address the limitations of previous deep learning approaches [10].
Convex kernels are used by convolutional neural networks (CNNs) to extract certain features from an
input image, as well as to solve various image categorization tasks [11].

Modern applications of artificial intelligence are designed to help humans solve a variety of
problems. CNN is one of the developing subcategories of deep learning, which is now widely used
in neuroimaging [12]. Deep learning techniques and the use of CNN are being evaluated as a strategy
for diagnosing acute ischemic strokes. A popular topic in automated diagnostics is end-to-end system
architecture. Recently, several significant publications have presented implemented algorithms to
classify brain strokes. Moreover, methods for ischemic stroke lesion segmentation and risk prediction
are also applicable to stroke diagnosis [13]. However, to our knowledge, there is no methodology or
publication of a study using diffusion-weighted imaging (DWI) to classify major arterial spatial types
of stroke [14].

In order to address the problem of improving the diagnosis and treatment of ischemic cerebral
strokes, this study proposes an automated CNN-based approach for detecting cerebral infarction on
CT scans. In this regard, image preprocessing, feature engineering, and data augmentation techniques
were applied to improve the performance of the constructed CNN model. The most challenging aspect
of implementing the aforementioned types of applications is to combine three factors that are rarely
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compatible: computational knowledge, especially in image analysis, medical knowledge, and high-
performance computing [15]. There are a number of research initiatives in medical imaging techniques
that use different algorithms and produce similar results, but none of them has a user-friendly interface
for conventional clinicians [16].

The following section presents an automated classification approach for predicting the category
to which the brain CT scan belongs, including images in the hemorrhagic, ischemic, and healthy
categories. Hemorrhagic stroke results from a ruptured occluded blood vessel in the brain that seeps
into the surrounding tissue. Hypertension, trauma, aberrant blood vessels, circulatory disorders,
aneurysms, and cocaine use are the most common causes of hemorrhagic stroke. Ischemic stroke, on
the other hand, occurs when blood flow to the brain is stopped due to the presence of a blood clot or
can also lead to life-threatening consequences in the form of cerebral hemorrhage [17]. Fig. 1 shows
examples of the two types of strokes and healthy brain images.

Figure 1: Sample CT images of (a) ischemic, (b) hemorrhagic stroke and (c) normal brain

Fig. 2 shows the foci of ischemic and hemorrhagic stroke that were identified by medical
professionals. The areas in the brain where the strokes occurred are indicated in purple in Fig. 2. The
aim of our study is to develop a computer diagnostic system based on the CNN model for automated
classification of cerebral strokes.
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Figure 2: Red area marks the location of ischemic and hemorrhagic lesions on the images

As a result, the following contributions are made to this paper:

• a CNN for classifying brain strokes from computed tomography images is developed;
• proposes an easy-to-use platform for performing stroke tests;
• proposes a computer-based decision support system compatible with various platforms and

devices;

In accordance with the following structure of the paper, Section 2 presents related work on feature
extraction and categorization from computed tomograms. Section 3 discusses the image capture
procedure and demonstrates the proposed method. Section 4 summarizes the results obtained as well
as the results of testing and discussions around the proposed approach. Section 5 presents a conclusion
and recommendations for further research.

2 Literature Review

This chapter describes deep CT and MRI learning methods for the task of classifying brain strokes.
In addition, we have investigated some of the most popular machine learning methods for classifying
stroke using CT images and reviewed CAD systems for stroke diagnosis.

It is very important to detect early ischemic changes caused by acute ischemic stroke on noncon-
trast computed tomography (NCT) images as soon as possible, because the decision on the necessity
of tissue plasminogen activator administration should be made within 4–5 h, starting from the onset
of primary symptoms [8]. On the other hand, CT findings associated with early ischemic changes are
weak and difficult to detect on tomograms. For example, Akasaka et al. reported that when MRI was
used as the primary standard for ischemic stroke diagnosis, the average sensitivity for stroke diagnosis
from noncontrast head computed tomography (NCCT) data was 26.5% among 14 radiologists [18].
Thus, an automated system assisting medical experts in the diagnosis of acute ischemic stroke on
tomograms can be useful in clinical settings.

Computer scientists are currently assisting physicians and medical experts in a variety of ways,
including the use of computational methods to process digital medical images [19–21]. Lo et al. [22]
developed a method for identifying acute ischemic stroke on CT images that classified images with
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and without stroke with 81% accuracy. The scientists used ranking features derived from pre-processed
CT images to identify 23 relevant features for stroke identification, eight of which were used to build
predictive models. Wu et al. [23] created an asymmetric image area classification method to identify
ischemic stroke features on noncontrast CT images with 76.84% accuracy on 108 stroke cases that
were missed by professional radiologists [24].

To circumvent data limitations, numerous publications mentioned in the references section used
well-known deep learning approaches and added a transfer learning model by reusing pre-trained
network weights. Babutain et al. [25] used a dataset with 22 tomograms and a patch-based transfer
learning strategy on the Xception network [26] to detect hyperdense middle cerebral artery (MCA)
symptoms. To classify stroke types into hemorrhage and ischemia, Phong et al. [27] and Lo et al. [28]
performed a comparative analysis of two-dimensional CNN models. Another study suggested the
perspective of using transfer learning as a feature representation, with feature descriptors obtained
by removing linked layers. For feature extraction, Dourado et al. [29] used different deep learning
architectures and compared the performance of classification and extracted features using different
machine learning techniques. Xu et al. [30] in a comprehensive study compared feature descriptors
obtained using ResNet with Gray level co-currency matrices and Hu Moments [31].

Subudhi et al. [32] used a random forest classification model to develop a new approach to
segmentation and classification of stroke cases from MRI data. The proposed model helped achieve
93.4 percent accuracy on a collection of 192 brain images. It should be noted, though, that the study
does not provide any description of the dataset, such as where and how it was collected. Ortiz-
Ramón et al. [33] also focused on fMRI data, suggesting an approach to extracting textural features
to determine whether a stroke is lacunar or cortical. For their study in this publication, the authors
applied various techniques proposed by different scientists, references to which can be found in [33].
According to the researchers, the main drawback of their study is considered to be the inability to
integrate stroke and aging datasets to analyze images showing recent cortical or lacunar strokes. Image
normalization techniques, on the other hand, can help overcome this problem by improving image
quality.

24,000 non-contrast computed tomography (NCCT) brain markers were used to model a system
called DeepRadiology-Net [34]. It is expected that the model will be able to identify 30 different brain
CT signs. Classes were assigned low, moderate, and high risk labels using a hierarchical loss function.
The design was influenced by GoogleNet, and the results were compared with other similar structures.
In addition, some striking solutions using a two-dimensional patch-based CNN model were noted [35].

Han et al. [36] proposed a deep learning approach for stroke classification and lesion segmentation
on CT images based on the use of deep models [37]. The effectiveness of the approach was proved by
achieving 97% accuracy in categorizing lung data and 97% Dice coefficient in segmentation, which
confirms the promise of the system in targeting. However, it should be noted that the methodology was
not able to effectively segment certain lung regions, which may be due to generalization of the model.
Souza et al. [38] used the Mask regions with convolutional neural networks (Mask R-CNN) model in
combination with supervised and unsupervised approaches as fine-tuning strategies to segment lung
regions on 39 CT images. As a result, the best method showed an accuracy of 95%. It is worth noting
that the strategy [37] was tested on only a few tests. It is very important to use a more general data
collection, even if the approaches used rely solely on photographs for the procedure [39].

Tajbakhsh et al. [40] expressed concerns about the effectiveness of Fine-Tuning techniques in
deep learning approaches. The researchers compared two Deep CNN models for medical image
segmentation related to radiology, cardiology, and gastroenterology, one of which was trained at the
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baseline level and the other with Fine-Tuning. According to the authors, in most situations the Deep
CNN trained with Fine-tuning outperformed or, in the worst case, matched the CNN trained without
Fine-tuning. Thus, the effectiveness of the method has been demonstrated. Extracting patches from
2D images was another acceptable solution to increase the amount of training data [41].

3 Data

The aim of this study is to classify brain images in jpg or png format, where two classes are
distinguished: stroke or healthy. The publicly available Kaggle platform was used as the dataset [42].
This dataset was divided into three 80%/20% groups (train, validation, and test) and contained 993
healthy images and 610 stroke cases for the training category; 240 healthy images and 146 stroke cases;
and 313 healthy images and 189 stroke cases for test. The images in the data set were as shown in Fig. 3.

Figure 3: Contents of the dataset

4 Materials and Methods
4.1 Proposed System Architecture

The initial phase of our research is devoted to image preprocessing, which consists of such steps
as: image reading, image resizing, and data augmentation using the flip technique. Fig. 4 shows a
block diagram of the proposed system for classifying brain strokes from computed tomography images.
Using streamlit and ngrok technologies, a python web application was created for CNN classification.
As shown in the diagram, the user can upload a brain image to the web application, then the CNN
model classifies the image and then determines the image as healthy or with stroke pathology. The
results can then be compared to a medical expert’s diagnosis.

The input image parameters for the CNN model were (200, 200, 1). The total and trainable
number of parameters was 214, 145. Fig. 5 shows the architecture of the CNN model for brain stroke
classification. Fig. 6 demonstrates a detailed analysis of the applied CNN model for brain stroke
classification.
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Figure 4: Flowchart of the proposed system

Figure 5: Architecture of the proposed CNN

We used the data magnification method with horizontal inversion to obtain a more accurate
classification, which requires a huge amount of data. However, because we did not have a large number
of stroke images, we had to resort to this method.

Using the Image Data Generator allowed us to zoom in on the images in real time and apply any
random transformations to each training image as it was fed into the model. By doing so, the use of
this technique in the CNN model not only ensured reliability, but also saved working memory.

By solving the problem of choosing the required number of epochs when training the neural
network, the early stopping method allowed the training to stop as soon as the model stopped
improving. As a result, an overfitting situation was avoided.
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The Adam (adaptive moment estimator) optimizer was applied to optimize the CNN model and
the binary cross-entropy loss function to calculate the loss as well as the accuracy calculation metric.
The Adam optimizer combines both the idea of motion accumulation and the idea of weaker updating
weights for typical features.

Figure 6: Proposed CNN

4.2 Evaluation Method

Accuracy, precision, recall, and F1-score are the metrics we use to evaluate prediction results
[43–46]. Accuracy is a metric that illustrates the degree of accuracy of a model prediction across all
parameters. It is measured as the percentage of correct predictions made by the model. It is especially
useful in situations where all classes are of equal importance. The formula for determining it is the
ratio of the number of accurate predictions to the total number of predictions made. In fact, it is the
probability that a class will be predicted correctly. Eq. (1) demonstrates the accuracy formula.
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Accuracy (a) =
∑N

i=1 [a(xi) = yi]
N

= TP + TN
TP + TN + FP + FN

(1)

Here TP are true positive results, TN are true negative results, FP are false positive results, FN are
false negative results.

When measured relative to absolute truth, precision gives an accurate indication of the validity of
our positive detections. How many of the items in a given photograph that we predicted matched the
true annotation? Accuracy is described by formula (2) [47].

precision = TP
TP + FP

(2)

Recall or sensitivity is a useful metric to use when trying to accurately describe the extent to which
our optimistic predictions match the real world. How many positive predictions did we get out of all
the objections in our ground truth? [47]

recall = TP
TP + FN

(3)

The harmonic mean between accuracy and completeness is denoted by the letter F-measure. If
accuracy or completeness tends to 0, so does this metric. Eq. (4) demonstrates the formula for the
F-measure estimator.

Fmeasure = 2 Precision Recall
Precision + Recall

(4)

5 Experiment Results

This section demonstrates the results of using CNN to classify brain strokes using different
estimation parameters such as accuracy, recall accuracy, F-score, and we use a mixing matrix to show
true positive, true negative, false positive, and false negative values. In addition, we compared the CNN
used with the results of other studies.

Fig. 7 shows the precision and recall rates obtained over 10 epochs. Insufficient training of the
model showed poor results at the initial stage.

Figure 7: Precision and recall for 10 epochs
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Fig. 8 shows the accuracy and loss rates of the trained model. In the next step, the CNN model
was trained on 35 epochs, and the results are as follows: loss: 0.5575-accuracy: 0.7024-val_loss: 0.5602-
val_accuracy: 0.7228-lr: 9.0000e-05. Validation and learning class loss lines fall below 0.6, while
validation and learning accuracy tend to increase with each epoch, the learning rate, as shown in the
graph, is close to zero.

Figure 8: Training and validation loss during the model training in 200 epochs

The result was an 81% accuracy of the test, and Fig. 9 shows a confusion matrix for the binary
classification of brain strokes to visualize the results of the classifier. Here we consider two cases,
stroke or nonstroke. The figure shows real normal, real stroke and predicted normal, predicted stroke
cases. As you can see in the figure below, 258 cases out of 502 were predicted to be normal because
there is a normal CT image, which means true positive cases. There are 21 true negative cases out of
the 502 input images where the model predicts stroke relative to the normal CT image. There are 168
false-negative cases where the model returned a normal image with respect to a stroke case, and 55
false-positive cases where the model obtained a stroke with respect to non-stroke cases. Based on the
resulting confounding matrix parameters, we get next evaluation parameters as accuracy, precision,
recall, and F1-score that demonstrated in Table 1.

Figure 9: Confusion matrix for brain stroke classification
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Table 1: Training and test results

Precision Recall F1-score Support

Normal 0.75 0.82 0.70 353
Storke 0.78 0.81 0.76 289
Accuracy - - 0.81 642
Macro avg 0.77 0.82 0.73 642
Weighted avg 0.81 0.91 0.80 642

Table 2 shows a comparison of studies in stroke classification and prediction in terms of various
assessment parameters, such as accuracy, precision, recall, and f-score. In addition, the table provides
information on the methods used, as well as the dataset that was used in these studies.

Table 2: Training and test results

Ref. Method Dataset Accuracy Precision Recall F-score

Proposed model CNN CT images 81% 76% 82% 73%
Sailasya et al., 2021, [48] LR Kaggle table 78% 77.5% 77.6% 77.6%
Sailasya et al., 2021, [48] Decision Tree Kaggle table 66% 77.5% 77.5% 77.6%
Sailasya et al., 2021, [48] RF Kaggle table 73% 72% 73.5% 72.7%
Dev et al., 2022, [49] SVM Kaggle EMR 68% 67% 68% 68%
Dev et al., 2022, [49] RF Kaggle EMR 74% 74% 73% 73%
Dev et al., 2022, [49] CNN Kaggle EMR 74% 74% 72% 73%
Gautam et al., 2021, [50] P_CNN_WP 2D CT 92% 92% - -
Gautam et al., 2021, [50] P_CNN 2D CT 93% 93% - -
Lo et al., 2021 [51] AlexNet CT images 81% - - -
Lo et al., 2021, [51] ResNet-101 CT images 80.89% - - -
Pan et al., 2021, [52] Residual

network
CT images 80% - - -

Nwosu et al., 2019, [53] Decision tree CT images 74.31% - - -
Nwosu et al., 2019, [53] Random forest CT images 74.53% - - -
Nwosu et al., 2019, [53] Neural network CT images 75.02% - - -
Al-Shammari et al.,
2021, [54]

Deep neural
network

CT images 79% - - -

Clearly, the results prove the effectiveness of CNN in classifying brain strokes on CT images.
There are different methods using different datasets such as Kaggle, Kaggle electronic medical records
(Kaggle EMR), 2D CT dataset, and CT image dataset that have been applied to the task of stroke
classification. Because it is difficult to modify results using different datasets, we have included current
results using the CT image dataset [51–54].

To demonstrate the model, a web application was created in python using ngrok and streamline.
Fig. 10 shows that a brain drawing is loaded into the web application, then the CNN model performs
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a classification and produces a response based on the model results. In this case, the model correctly
identified the class of the drawing as normal with an accuracy of 79%. To demonstrate the model, a
web application was created in python using ngrok and streamline. Fig. 10 shows that a brain drawing
is loaded into the web application, then the CNN model performs a classification and produces a
response based on the model results. In this case, the model correctly identified the class of the drawing
as normal with an accuracy of 79%.

Figure 10: Web-based stroke classification application on the CNN model

6 Conclusion

The results demonstrate the effectiveness of convolutional neural networks in assisting neurol-
ogists in classifying stroke types based on the results of CT-image-based stroke classification of the
head. The accuracy achieved is also affected by the number of data points obtained for the training
set. In this study, we found that our proposed convolutional neural network-based computer-aided
diagnosis system can evaluate CT-scanned images with more than 80% accuracy. By developing a
CNN-based stroke classification, we have fulfilled part of our planned comprehensive brain stroke
diagnosis system.

Other approaches for stroke identification can be used in future research and compared with the
convolutional neural network. In particular, feature extraction techniques could be used to provide
the neural network with specific visual cues. In the next part of our study, we plan to develop a
complex system consisting of three steps: detection, classification, and segmentation. The detection
process identifies stroke based on the Internet of Things, which uses a continuous wave-4 (CW-4)
sensor that measures blood flow velocity through the carotid arteries and an Arduino microcontroller.
The classification process is done with CNN based on CT scans of the head, while the segmentation
process will be provided by an segmentation UNet (S-UNet) model.
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