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Abstract: Manual inspection of fruit diseases is a time-consuming and
costly because it is based on naked-eye observation. The authors present
computer vision techniques for detecting and classifying fruit leaf diseases.
Examples of computer vision techniques are preprocessing original images for
visualization of infected regions, feature extraction from raw or segmented
images, feature fusion, feature selection, and classification. The following
are the major challenges identified by researchers in the literature: (i) low-
contrast infected regions extract irrelevant and redundant information, which
misleads classification accuracy; (ii) irrelevant and redundant information
may increase computational time and reduce the designed model’s accuracy.
This paper proposed a framework for fruit leaf disease classification based
on deep hierarchical learning and best feature selection. In the proposed
framework, contrast is first improved using a hybrid approach, and then data
augmentation is used to solve the problem of an imbalanced dataset. The next
step is to use a pre-trained deep model named Darknet53 and fine-tune it.
Next, deep transfer learning-based training is carried out, and features are
extracted using an activation function on the average pooling layer. Finally, an
improved butterfly optimization algorithm is proposed, which selects the best
features for classification using machine learning classifiers. The experiment
was carried out on augmented and original fruit datasets, yielding a maximum
accuracy of 99.6% for apple diseases, 99.6% for grapes, 99.9% for peach
diseases, and 100% for cherry diseases. The overall average achieved accuracy
is 99.7%, higher than previous techniques.
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1 Introduction

Agriculture is essential to the economic development of any country [1]. In Pakistan, agriculture
is the second largest sector in the national economy [2]. The sector yearly contributes 19% of the
Gross domestic product (GDB) [3]. Agriculture contributes approximately 91%, which is a significant
contribution to any other economic sector in Pakistan [4]. It also helps other sectors, such as the
industrial sector, by utilizing innovative tools in the farming process [3]. Fruits, which contain vitamins,
zinc, folic acid, and magnesium, protect humans from heart disease, cancer, inflammation, and
diabetes [5]. Fruit nutrients benefit heart health, reduce the risk of chronic diseases, protect human
cells from damage, boost the immune system, reduce obesity, maintain blood pressure, and control
cholesterol levels in the human body [6]. Every third fruit from a farm has a bacterial, viral, or fungal
infection. Some apple, grape, peach, and cherry diseases include scab, fire blight, powdery mildew,
bitter rot, apple rust, black rot, crown gall, downy mildew, bunch rot, bacterial leaf spot, bacterial
canker, brown rot, and peach mosaic [7,8]. Traditional methods of detecting various fruit illnesses rely
on acute naked-eye monitoring. Manual fruit disease identification is costly, time-consuming, and
requires an expert [9]. Early disease detection can save a lot of money, which helps to increase fruit
production and boost the national economy.

For the reasons stated above, computerized techniques are widely used for the early detection of
fruit diseases and classification into relevant classes. The automated methods are based on several
key steps, including input image, image preprocessing, feature extraction, feature fusion, selection,
and disease recognition [10]. Preprocessing is used to improve image data by removing undesired
distortions or increasing specific graphic features relevant for further computation [11]. Feature
extraction is an essential step in any computerized technique, and several methods are described in
the literature, including color features, shape features, texture features, and others [12,13]. Another
critical step is important feature selection, which improves accuracy by removing some redundant
information. This step also reduced the computational time of the designed system [14]. Following
the selection of the best features, a variety of machine learning classifiers can be used for the final
classification. Support vector machine (SVM), Softmax, K-Nearest Neighbors (KNN), ensemble
trees, and a few others are among essential classifiers [15].

Deep learning has recently shown significant success in large dataset classification in computer
vision. The most common applications are agriculture, medical imaging, surveillance, and object clas-
sification. A neural network is a type of convolutional neural network (CNN). It has a convolutional
layer, a ReLu layer, a Pooling layer, a normalization layer, a fully connected layer, and a classification
layer, among others. The researchers used deep learning techniques to detect and classify fruit diseases.
They have still faced several challenges, including a poorly visible infected region, noise, and redundant
feature extraction. In this article, we proposed a new automated framework based on deep learning
and an improved butterfly optimization algorithm to address these issues. Our major contributions
are listed as follows:

� A hybrid contrast enhancement technique was proposed based on the fusion of the CNN
denoising function and the top-bottom formulation.

� Fine-tuned Darknet53 CNN model and trained on augmented dataset instead original images.
The training is performed through deep transfer learning by employing fixed hyperparameters.

� Proposed an improved butterfly optimization algorithm and used the Newton-Raphson
method to stop iterations.
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2 Related Work

Fruit leaf disease recognition is a hot research topic in computer vision, and several techniques
have been proposed in the literature. Traditional and deep learning techniques are used in the
techniques presented. Traditional techniques work well for small datasets with few images, whereas
deep learning techniques work well for large datasets. Rehman et al. [16] presented an automated
system for fruit leaf illness recognition. They used contrast stretching to improve the visual quality of
infected parts. They later used a mask recurrent neural network (RCNN) to detect infected regions.
In parallel, they extracted features using a pre-trained model, which was refined using a selection
technique. Experiments on the Plant Village dataset yielded 96.6% accuracy. Shah et al. [17] presented
a novel computerized approach using ant colony optimization (ACO) for feature selection. They
performed four steps: data augmentation, model selection such as MobileNet-V2 and NasNet Mobile,
fusion, and ACO-based selection. The experiments were performed on the augmented dataset and
acquired an accuracy of 99.7% which is very effective and better than the recent techniques.

Adeel et al. [18] presented a computerized system for detection of grape leaf diseases. The
presented method includes four main steps. Initially, it enhances the local contrast of symptoms
by using local contrast refinement (LCHR). The best channel is then selected, and LAB color
transformation is performed based on pixel information. Next, geometrical, color, and texture features
are combined using canonical correlation analysis (CCA). Then, distorted features are removed using
the neighborhood component analysis (NCA) approach, which is then classified using the support
vector machine. The plant village dataset was employed for the experimental process and attained an
accuracy of 90%. Yamparala et al. [19] presented a technique for the identification of fruit diseases by
using convolutional neural networks (CNN). They obtained an accuracy of 90% which was better than
the other methods. Baranwal et al. [20] presented a technique for plant leaf illness identification and
addressed symptoms as an issue. They used a plant village dataset that included both damaged and
healthy leaves. To obtain a larger dataset for training, image generation, image filtration, and image
compression techniques were used. Wagh et al. [21] presented a CNN model for the detection of grape
leaf disease at a very early stage to save the fruit from damage. A pre-trained AlexNet architecture is
used for feature extraction. The dataset was collected from “National Research Center for Grapes”
that contains images of grape leaves and attained an accuracy of 98.23%.

Nhat et al. [22] presented a framework for plant leave disease identification using deep neural
networks and feature selection. Firstly, they used a contrast enhancement method for image pre-
processing on the plant village dataset then the symptomatic images were segmented. These symp-
tomatic images were selected based on principle component analysis. Several features are extracted
and performed classification. They achieved the maximum accuracy of 81.2% using the presented
approach. Akram et al. [23] presented a correlation coefficient, and deep features-based approach for
plant leave diseases. At the very first step, they enhanced the original images and trained two deep
models named vgg16 and Caffe Alexnet. Features of both models were fused that further optimized
using a selection technique. The selected features are finally classified using a support vector machine.
Sladojevic et al. [24] presented a plant disease recognition model based on a deep neural network. The
presented model recognized 13 different diseases of fruit leaves. They contain images from agriculture
experts and attained a precision rate between 91% and 98%. Several other methods are also presented,
such as Akram et al. [25], Al-bayati et al. [26], and Adeel et al. [27]. In all these methods, the major
challenge was the selection of the best features.
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3 Proposed Methodology

Initially, original images are required from the database. Then, a hybrid contrast enhancement
technique is applied to improve the contrast of the infected region and perform some filtering
technique for noise removal. After that Darknet53 pre-trained model is employed and trained on the
augmented dataset. The model will be selected based on a number of parameters and Top-5 accuracy.
Next, features are extracted from the trained model using the activation layer on the average pool layer.
After that, proposed an improved Butterfly optimization technique for selecting the best features. In
the last stage, several classifiers were utilized for the final classification. Fig. 1 depicts the framework
for recognizing proposed fruit diseases.

Figure 1: Proposed framework of fruit leaf diseases recognition

3.1 Dataset Description

In this article, we utilized the plant village dataset. This dataset contains several leaf diseases found
on various fruits and crops. Apple, peach, cherry, and grape leaf disease classes were chosen. Each
fruit’s healthy class is also available. There are three diseases in the Apple dataset: apple scab, apple
black rot, and apple cedar rust. In addition, a healthy class is included for classification purposes. A
few sample images are illustrated in Fig. 2a. For the grapes dataset, three disease classes have been
picked: black rot, black measles, and leaf blight. Moreover, a healthy class is also included. Sample
images are illustrated in Fig. 2b. The peach dataset contains only peach bacterial and healthy classes,
as shown in Fig. 2c. The cherry dataset also includes only two classes-powdery mildew and healthy, as
shown in Fig. 2c.

3.2 Hybrid Contrast Enhancement and Data Augmentation

Contrast enhancement has been an essential step in the domain of computer vision for the last
couple of years. As a result, several contrast enhancement techniques have been introduced in the
literature for different challenges. In this work, we proposed a hybrid contrast enhancement technique
to visualize fruit leaf-infected regions accurately. The proposed approach is based on two different
transformations: (i) local-global information stretching and fusion, and (ii) HSV color transformation.
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Figure 2: Sample plant village dataset images for classification

Consider we have an input image I having dimension 512 × 512. The resultant local-global
contrast image is represented by Ilg and HSV image is represented by Ihsv. First, the local-global contrast
is mathematically defined as follows:

I1 = I + It (1)

It = I − (I ◦ s) (2)

I2 = I − Itb (3)

Itb = I + (I · s) (4)

Ilg = (I1 + I2) − I (5)

where, It is the local contrast image, Itb is the global contrast image, Ilg is the resultant local-global
contrast image, and s is a static parameter having a value 9. In the next step, HSV color transformation
is applied on Ilg image as follows to get the maximum information of infected regions.

IH =
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where, R, G, B ∈ Ilg, � = φmax − φmin, φmax = max (IR, IG, IB), and φmin = min (IR, IG, IB). The
remaining channels are computed as follows:

IS =
⎧⎨
⎩

0, φmax = 0
�

φmax

, φmax �= 0, IV = φmax

(7)

Based on the above channels, the final output is computed as follows:

Ihsv = (IH , IS, IV) (8)

A few resultant samples are shown in Fig. 3. In this figure, (a) represent the original images and
(b) represents the hybrid contrast enhanced images, respectively.

Figure 3: Sample image of hybrid contrast enhancement. (a) Original images; (b) enhanced images

After that, the data augmentation is performed using three different operations: shift left, shift
above, and transpose [28]. Data is increased based on these three operations, as listed in Table 1. The
augmented dataset is further utilized for the training of deep models in the next step.

Table 1: Number of images before and after augmentation

Fruits Diseases Total images Augmented images

Apple Apple scab 630 2449
Apple black rot 621 2484
Cedar apple rust 275 2022
Healthy apple leaf 1645 2026

Grapes Black rot 1180 2361
Black measles 1383 2463
Leaf light 1076 1946
Healthy 423 1692

Peach Bacterial spot 2297 2347
Healthy 360 1395

(Continued)
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Table 1: Continued
Fruits Diseases Total images Augmented images

Cherry Powdery mildew 1052 2027
Healthy 854 1816

3.3 Convolutional Neural Networks (CNN)

Convolutional neural networks are artificial neural networks that have gained popularity in
recent years in various computer vision applications, particularly in agriculture. CNN is intended to
learn spatial feature hierarchies automatically and adaptively through backpropagation using various
building blocks such as convolution layers, pooling layers, and fully connected layers [29]. A simple
flow of CNN is illustrated in Fig. 4.

Figure 4: A simple CNN architecture for plant disease recognition

3.4 Deep Features Extraction

In this work, we utilized a pre-trained deep model named Darknet53 [30] for feature extraction.
The selected pre-trained model was previously trained on the Imagenet dataset having 1000 object
classes, as illustrated in Fig. 5. We fine-tuned this model and trained it on an augmented dataset
through the deep transfer learning concept. Deep transfer learning is the most common approach
in which models are used as a starting point for solving problems and can be used later for another
problem to save time [31]. The purpose of transfer learning is to gain a better understanding of
conditional probability distribution. A source domain is Ds, the learning task is Ts and target domain is
Dt. The probability distribution in target domain using the knowledge obtained from source domain

and learning task. The probability distribution will be P(Yt|Xt) where Dt �= Ds or Tt �= Ts. In the
feature extraction process, the previous layer of fully connected is employed and performed activation.
On the selected layer, the extracted feature vector of dimensional N ×1024 is obtained which is further
utilized in the optimization process.
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Figure 5: Structure of pre-trained Darknet53 model [32]

3.5 Improved Butterfly Optimization Based Features Selection

We proposed an improved butterfly optimization algorithm for the best feature selection in this
paper. This step’s main goal is to select the best optimum features that improve accuracy and reduce
computational time. Butterfly optimization is a meta-heuristic algorithm for selecting the best features.
This algorithm promotes the butterfly’s ability to find food. Butterflies have multiple senses, including
hearing, smelling, and tasting, as well as partner mating and evading hunters. Chemoreceptors are
nerve cells that search for food. Chemoreceptors can use their sense of smell to locate food and
a partner [33]. A butterfly can find the best fragrance population consisting of common types of
butterflies that act as search agents. Butterfly optimization algorithm (BOA) is a swarm optimization
technique in which each agent shares its experiences with the other butterflies depending on fragrance
distribution over a distance [34]. In the improved version, we utilized the entropy function for the
sensory modality instead of the static value. Mathematically, the improved algorithm is defined as
follows: Initially, the fragrance is computed by the following equation:

ψ = c. ϕa (9)

where ψ represents the perceived magnitude of a fragrance, sensory modality is represented by c, α

is a power exponent, and ϕ is intensity. For the initialization, the population size is selected as 100,
and the number of iterations is 500. Two key phases have been performed in the entire algorithm: the
global search phase and the local search phase. The global search phase is defined as follows:

Xi (p + 1) = Xi (p) + (
q2 × g∗ − Xi (p)

) × ψi (10)

where, Xi denotes the ith butterfly position, p is the iteration number, q is a random number between
[0,1], g∗ is a global optima, and ψi is the ith butterfly fragrance. The local search space is defined as
follows:

Xi (p + 1) = Xi (p) + (
q2 × Xj (p) − Xk (p)

) × ψi (11)

where, Xj and Xk denotes the jth and kth butterflies from the population. The above both equations
are combined for BOA as follows:{

Xi (p + 1) = Xi (p) + (
q2 × g∗ − Xi (p)

) × ψi if rand < t
Xi (p + 1) = Xi (p) + (

q2 × Xj (p) − Xk (p)
) × ψi otherwise

(12)

where t is a constant of value between [0, 1]. The value of c is updated as follows:
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c (p + 1) = c (p) + Ent
(c (p) × ξ)

(13)

where, Ent is the entropy value, and ξ is the maximum number of iterations. The entropy value for the
above equation is computed as follows:

Ent = −
∑

X
H (X) . log H (X) (14)

=
∑

X
H (X) log

1
H (X)

(15)

where, H (X) represents the probability value of the local and global search phases, respectively. The
single-layered neural network is utilized to check the fitness of the selected features in each iteration.
In the end, a best-selected feature vector is obtained, having dimension N × 572. The selected vector
is passed to machine learning classifiers for final classification.

4 Results and Discussion

The proposed deep learning and optimum feature selection based framework are tested on the
augmented Plant Village dataset. The augmented dataset has been divided into a ratio of 60:40 for
the training of the model and testing. During the training process, several hyperparameters have been
employed, such as a learning rate is 0.0001, epochs are 100, momentum is 0.6, mini-batch size is 32, a
weights optimization method is stochastic gradient descent, and loss function is cross entropy. The 10-
fold method was carried out for cross-validation. The entire framework is implemented in MATLAB
2021b, Corei7, with 16 GB of RAM and an 8 GB graphics processing unit.

4.1 Results

The proposed framework results are presented in this section. Ten different classifiers have been
utilized for the classification purpose, as given in the below tables. Each classifier performance is
computed through several measures such as sensitivity rate, precision rate, F1-Score, accuracy, and
testing time for the classification task. In addition, the following experiments have been performed for
the evaluation of the proposed framework: (i) experiment 1 # Apple leaf diseases recognition results;
(ii) Grapes leaf diseases recognition results; (iii) Peach leaf diseases recognition results, and (iv) Cherry
leaf diseases recognition results.

4.2 Experiments

Experiment 1: In this experiment, classification results are discussed using the proposed frame-
work on the augmented apple leaf diseases dataset. This dataset consists of four classes: apple scab,
apple cedar rust, apple healthy, and black apple rust. Table 2 presents the proposed classification
results for apple leaf disease recognition. This table presents the best accuracy of 100.0%, whereas the
rest of the measures, such as sensitivity rate of 99.9, precision rate of 99.9, and F1-Score, are 99.9%,
respectively. The sensitivity rate can also be verified by a confusion matrix, illustrated in Fig. 6. The
classification time is also noted, and the best-mentioned time is 3.8041 (s). The obtained accuracy
for the rest of the classifiers, such as 96.9%, 94.8%, 87.2%, 99.9%, and so on. Fine Gaussian SVM
shows a minimum accuracy of 62.4% due to the complex structure of this classifier. Moreover, a
time comparison among originally extracted Darknet53 features and features after the selection of
the proposed framework has been illustrated in Fig. 7. This figure shows that the proposed framework
significantly reduces the testing time than the original Darknet53 features.
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Table 2: Classification results using proposed framework on augmented apple leaf diseases dataset.
∗ where FPR represents a false positive rate and AUC is an area under the curve

Classifier Sensitivity
(%)

Precision
(%)

F1-Score FPR AUC Accuracy
(%)

Time
(s)

Fine tree 95.7 95.8 95.7 0.95 0.97 95.8 8.2094
Medium tree 93.9 92.6 93.2 0.93 0.97 92.5 6.3832
Coarse tree 87.6 88.0 87.7 0.87 0.93 87.8 3.8041
Gaussian Naive Bayes 99.4 99.4 99.4 0.99 1.00 99.4 3.9375
Kernel Naive Bayes 99.4 99.4 99.4 0.99 1.00 99.5 132.92
Linear SVM 99.8 99.8 99.8 1.00 1.00 99.8 6.6071
Quadratic SVM 99.9 99.8 99.8 1.00 1.00 99.9 6.9896
Cubic SVM 99.9 99.9 99.9 1.00 1.00 100 7.7668
Fine Gaussian SVM 61.4 80.2 69.5 0.86 0.87 62.4 38.051
Ensemble subspace KNN 99.9 99.9 99.9 1.00 1.00 99.9 40.87

Figure 6: Confusion matrix of proposed framework for augmented apple leaf diseases recognition

Figure 7: Testing time-based comparison among original Darknet53 features and proposed selected
features
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Experiment 2: In this experiment, classification results are discussed using the proposed frame-
work on the augmented grapes leaf diseases dataset. This dataset consists of four classes: grape black
rot, grape esca, grape leaf blight, and grape healthy. Table 3 presents the proposed classification results
for grapes leaf disease recognition. This table shows the best accuracy of 99.9%, whereas the rest of the
measures, such as sensitivity rate of 99.9, precision rate of 99.8, and F1-Score of 99.8%, respectively.
The sensitivity rate can also be verified by a confusion matrix, illustrated in Fig. 8. The classification
time is also noted, and the best-mentioned time is 3.3957 (s). Computational time based comparison is
also conducted among originally extracted Darknet53 features and features after the selection of the
proposed framework, as shown in Fig. 9. Based on this figure, it is clearly illustrated that the time is
significantly reduced after the best features selection.

Table 3: Classification results using proposed framework on augmented grapes leaf diseases dataset

Classifier Sensitivity
(%)

Precision
(%)

F1-Score FPR AUC Accuracy
(%)

Time
(s)

Fine tree 96 96.1 96.0 0.01 0.98 96.0 7.0839
Medium tree 94.0 94.2 94.0 0.02 0.98 94.1 4.4476
Coarse tree 87.7 87.1 87.3 0.04 0.93 87.4 3.3957
Gaussian Naive Bayes 99.6 99.6 99.6 0.00 1.00 99.6 7.8958
Kernel Naive Bayes 99.5 99.4 99.4 0.00 1.00 99.5 444.39
Linear SVM 99.8 99.8 99.8 0.00 1.00 99.8 10.341
Quadratic SVM 99.9 99.8 99.8 0.00 1.00 99.9 98.206
Cubic SVM 99.9 99.8 99.8 0.00 1.00 99.9 9.8529
Fine Gaussian SVM 60.2 85.9 70.7 0.13 0.86 62.4 39.158
Ensemble subspace KNN 99.5 99.5 99.5 0.00 1.00 99.5 125.43

Figure 8: Confusion matrix of proposed framework for augmented grapes leaf diseases recognition
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Figure 9: Testing time based comparison among original Darknet53 features and proposed selected
features for grapes leaf diseases recognition

Experiment 3: In this experiment, classification results are discussed using the proposed frame-
work on the augmented peach leaf diseases dataset. This dataset consists of two classes such as
peach bacterial spot and healthy. Table 4 presents the proposed classification results for peach leaf
disease recognition. This table presents the best accuracy of 99.9%, whereas the rest of the measures,
such as sensitivity rate of 99.9, precision rate of 99.8, and F1-Score of 99.8%, respectively. The
sensitivity rate can also be verified by a confusion matrix, illustrated in Fig. 10. The classification
time is also noted, and the best-mentioned time is 3.0846 (s). Computational time based comparison
is also conducted among originally extracted Darknet53 features and features after the selection of the
proposed framework, as shown in Fig. 11. Based on this figure, it is clearly illustrated that the time is
significantly reduced after the best features selection.

Table 4: Classification results using proposed framework on augmented peach leaf diseases dataset

Classifier Sensitivity
(%)

Precision
(%)

F1-Score FPR AUC Accuracy
(%)

Time
(s)

Fine tree 98.6 98.3 98.4 0.01 0.98 98.6 3.9151
Medium tree 98.6 98.3 98.4 0.01 0.98 98.6 5.8179
Coarse tree 97.4 97.5 97.4 0.02 0.98 97.6 2.6849
Gaussian Naive Bayes 99.4 99.3 99.3 0.00 1.00 99.4 2.5023
Kernel Naive Bayes 99.1 99.1 99.1 0.01 1.00 99.2 14.145
Linear SVM 99.9 99.8 99.8 0.00 1.00 99.9 3.0846
Quadratic SVM 99.8 99.8 99.8 0.00 1.00 99.8 7.052
Cubic SVM 99.8 99.8 99.8 0.00 1.00 99.8 5.0131
Fine Gaussian SVM 87.2 93.4 90.1 0.13 0.91 90.5 4.585
Ensemble subspace KNN 99.7 99.5 99.5 0.00 1.00 99.6 13.383
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Figure 10: Confusion matrix of proposed framework for augmented peach leaf diseases recognition

Figure 11: Testing time based comparison among original Darknet53 features and proposed selected
features for peach leaf diseases recognition

Experiment 4: In the last experiment, classification results are discussed for the augmented cherry
leaf diseases dataset. Table 5 presents the classification results for peach leaf disease recognition having
the best accuracy of 100%. The rest of the measures, such as sensitivity rate of 100, precision rate of
100, and F1-Score 100%, respectively. The sensitivity rate can also be verified by a confusion matrix,
illustrated in Fig. 12. The classification time is also noted, and the best-mentioned time is 1.7489 (s).

Table 5: Classification results using proposed framework on augmented cherry leaf diseases dataset

Classifier Sensitivity
(%)

Precision
(%)

F1-Score FPR AUC Accuracy
(%)

Time (s)

Fine Tree 98.1 98.1 98.1 0.01 0.98 98.2 1.74898
Medium Tree 98.1 98.1 98.1 0.01 0.98 98.2 3.47418
Coarse Tree 95.7 95.8 95.7 0.04 0.97 95.8 2.40372

(Continued)
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Table 5: Continued
Classifier Sensitivity

(%)
Precision
(%)

F1-Score FPR AUC Accuracy
(%)

Time (s)

Gaussian Naive Bayes 99.7 99.7 99.7 0.00 1.00 99.7 3.75578
Kernel Naive Bayes 99.6 99.6 99.6 0.00 1.00 99.6 16.027
Linear SVM 100 100 100 0.00 1.00 100 2.6173
Quadratic SVM 100 100 100 0.00 1.00 100 10.64146
Cubic SVM 100 100 100 0.00 1.00 100 10.60205
Fine Gaussian SVM 78.7 86.2 82.2 0.21 0.98 79.9 12.9407
Ensemble subspace KNN 99.8 99.8 99.8 0.00 1.00 99.8 16.3285

Figure 12: Confusion matrix of the proposed framework for augmented cherry leaf diseases recognition

5 Conclusion

In this paper, we proposed an automated framework for detecting fruit leaf diseases using deep
learning and an improved butterfly optimization algorithm. Before performing data augmentation,
the proposed framework improves contrast in the first step to increase the visibility of the infected
region. The Darknet53 deep model was then fine-tuned, and deep learning features were extracted.
We proposed an improved butterfly optimization algorithm for the best feature selection because
the extracted features contain redundant and extra information, increasing computational time and
decreasing accuracy. On the chosen Plant Village dataset, many experiments were run, with an average
accuracy of more than 99%. Based on our findings, we concluded that selecting the best features
improves accuracy while decreasing computational time. In the future, weight optimization will be
considered to strengthen the proposed framework. Moreover, in the future some active learning
techniques shall opt as fitness functions of optimization algorithms [35,36].
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