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Abstract: Currently, the risk factors of pregnancy loss are increasing and
are considered a major challenge because they vary between cases. The early
prediction of miscarriage can help pregnant ladies to take the needed care
and avoid any danger. Therefore, an intelligent automated solution must be
developed to predict the risk factors for pregnancy loss at an early stage to
assist with accurate and effective diagnosis. Machine learning (ML)-based
decision support systems are increasingly used in the healthcare sector and
have achieved notable performance and objectiveness in disease prediction
and prognosis. Thus, we developed a model to help obstetricians predict
the probability of miscarriage using ML. And support their decisions and
expectations about pregnancy status by providing an easy, automated way to
predict miscarriage at early stages using ML tools and techniques. Although
many published papers proposed similar models, none of them used Saudi
clinical data. Our proposed solution used ML classification algorithms to
build a miscarriage prediction model. Four classifiers were used in this study:
decision tree (DT), random forest (RF), k-nearest neighbor (KNN), and
gradient boosting (GB). Accuracy, Precision, Recall, F1-score, and receiver
operating characteristic area under the curve (ROC-AUC) were used to evalu-
ate the proposed model. The results showed that GB overperformed the other
classifiers with an accuracy of 93.4% and ROC-AUC of 97%. This proposed
model can assist in the early identification of at-risk pregnant women to avoid
miscarriage in the first trimester and will improve the healthcare sector in
Saudi Arabia.
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1 Introduction

Pregnancy loss is a common phenomenon; eight out of ten pregnancy losses occur within the first
20 weeks of the pregnancy (the first trimester), which is known as miscarriage [1]. Pregnancy loss has
a great negative impact on the number of new births in the world and on the physical and emotional
health of women. Furthermore, it can be a serious problem if no action was taken early. Doctors face
some difficulties in predicting miscarriage at the early stages and this prevents them from taking the
proper actions to avoid its risk. While the early prediction of miscarriage will help doctors and patients
to take the needed care and protect the embryo from being lost [1]. Pregnancy loss occurs for multiple
reasons that can be related to both physical and psychological health, making it difficult for doctors
to identify the leading cause. According to related works and studies, several indicators can cause
miscarriage. These predictors include sociodemographic factors, such as age (becoming pregnant at
different ages may affect pregnancy status); occupation (some occupations may require more physical
exertion than others); and factors related to a pregnant woman’s existing health conditions, such as
high or low body mass index (BMI) (obese or underweight), high blood pressure, diabetes, cancer,
infertility, and other diseases or conditions. In addition, women can experience health conditions
that occur only during pregnancy, such as gestational diabetes, preeclampsia, and eclampsia [2,3].
Numerous studies have investigated pregnancy loss using artificial intelligence (AI) and ML to predict
the risk factors of miscarriage by collecting data from pregnant women or women who had experienced
pregnancy loss [4]. This study developed ML prediction models to help obstetricians make accurate
and timely decisions to avoid the risk of miscarriage. The proposed model in this study will be a
great enhancement of the healthcare field and will help doctors to take the needed process to reduce
miscarriage possibility. Furthermore, this study examined the impact of routine screening blood tests,
including the levels of different types of white blood cells (WBCs), red blood cells (RBCs), and platelets,
as well as sociodemographic features, including the age, weight, and height. To achieve the research
objectives, we obtained clinical data from King Fahad University Hospital, Khobar, Kingdom of
Saudi Arabia (KSA). The data contained the records of patients who had miscarriages or normal
deliveries. The proposed model can be used as a tool that can identify early signs of at-risk pregnancy.

The main contributions of the study are as follows:

• To the authors’ knowledge, this study is the first to predict miscarriage using a dataset from
Saudi Arabia.

• The proposed model effectively predicted miscarriage at an early stage with a reduced number
of features.

• The model is a fully automated solution for predicting miscarriage.
• The dataset is balanced.

The study is organized as follows. Section 2 discusses the previous studies related to the problem
addressed in the current study. Section 3 describes the material and methods used in this study. Section
4 describes the experimental setup and reports the results. Finally, Section 5 concludes the paper.

2 Related Work

Mora-Sánchez et al. [4] proposed an ML-based prediction model showing the relationship
between recurrent miscarriage and the human leukocyte antigen (HLA) genes according to predicted
values. Using a support vector machine (SVM) with a linear kernel as a classifier, the study detected the
risk of recurrent miscarriage with an accuracy of 67% and an AUC of 71%. Similarly, Bruno et al. [5]
also used an SVM model to classify the risk level of patients with recurrent pregnancy loss (RPL).
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Using 43 features, the model obtained a balanced accuracy of 90.24% ± 0.36%. Furthermore, the
researchers developed a model using 18 features that obtained a balanced accuracy of 93.85% ± 0.34%.
However, the dataset contained many missing values for several features, such as age, BMI, activated
protein C resistance (APCR), proteins C and S, antithrombin III (AT III), homocysteinemia, and
thyroid stimulating hormone (TSH). These values were missing either because their assessment was
not prescribed or because the values were within the normal range and thus not included.

Jhee et al. [6] constructed models using ML classifiers to predict late-onset preeclampsia and
compared these models with statistical methods. They used six classifiers: logistic regression (LR),
DT, naïve Bayes (NB), SVM, RF, and stochastic gradient boosting (SGB). The SGB model had the
best performance, with an accuracy of 97.3%, a sensitivity of 60.3%, and a specificity of 99.1%. In
addition, the prediction of late-onset preeclampsia using the ML algorithms surpassed that of the
statistical methods. However, the study had limitations related to a lack of first-trimester data for most
women who participated in the study because they started the antenatal exam after the early second
trimester. Most previous studies have shown that women who develop preeclampsia in the second and
third trimesters have significant maternal changes, although some reports have reported some changes
in the first trimester. A major study limitation was that the number of patients with preeclampsia
incidents was smaller than the number of patients in the control group; however, considering the study
sample size, the number of patients with preeclampsia was suitable. Moreover, the sample size included
in the study was larger than that of previous studies demonstrating the relationship between clinical
biomarkers and the development of preeclampsia. An additional limitation concerned the antenatal
evaluation; because of differences in patients’ symptoms and conditions, the evaluation intervals were
diverse.

Another study by Alptekin et al. [7] developed a prediction model for miscarriage based on first-
trimester ultrasound findings and maternal characteristics for women with viable single pregnancies.
Two models were created using DT to determine genetic abnormalities that could lead to miscarriage.
The DT model achieved a sensitivity of 75%, a specificity of 93%, and an AUC of 0.87 ± 0.02.
However, this study examined only embryonic miscarriage (gestational age: 6–9 weeks) and fetal
miscarriage (gestational age: 10–20 weeks), excluding preclinical or subclinical miscarriages (at or
before a gestational age of 6 weeks).

Miyagi et al. [8] proposed a prediction model for the probability of live birth using ML classifiers
based on blastocyst images. Six ML methods were used: LR, NB, nearest neighbors, RF, neural
network, and SVM. They used 80 images of blastocysts that led to living birth and 80 images that led
to aneuploid miscarriages with fivefold cross-validation for classifying embryos. The study concluded
that LR was the best classifier, with an AUC of 0.650 ± 0.04, a sensitivity of 60%, a specificity of 70%,
and an accuracy of 65%.

Another study by Malacova et al. [9] developed a prediction model to support clinical decision-
making by easily quantifying stillbirth risk using LR, RF, extreme gradient boosting (XGBoost), and
regression tree classifiers. XGBoost outperformed the other classifiers, predicting 45% (95% CI: 43%,
46%) of stillbirths; furthermore, this model predicted 45% (95% CI: 43%, 47%) of stillbirths when
pregnancy history was included. The authors noted the limitation of using perinatal records spanning
more than three decades; the database changed over time, with more detailed predictor tools becoming
available later in the study period. Similarly, Koivu et al. [10] studied risk factors that could be utilized
in a clinical setting. The ML classifiers used were LR, deep neural network, and gradient-boosting
decision tree. The study used ML models as tools to generate risk prediction models and show the
power of improved clinical prediction models. The models were used to predict both early and late
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stillbirth. For early stillbirth, both the LR model and the deep neural network model achieved an
AUC of approximately 73% to 74%; for late stillbirth, the LR model achieved an AUC of 58% to 61%,
and the deep neural network achieved an AUC of 54% to 57%. A limitation of this study was that the
data contained observations from multiple years, regions, and hospitals.

Liu et al. [11] developed a prediction model for embryonic development using six ML algorithms:
LR, SVM, DT, back-propagation neural network (BNN), XGBoost, and RF. This model was
developed to help doctors make more accurate decisions in clinical practice. The RF algorithm
produced the best result; it had an accuracy of 97% when it included the fetal heart rate (FHR) feature
and 99% when it included the embryo transfer (ETD) feature. Asri et al. [12] created a prediction
model with the Apache SPARK Databricks platform and ML through the K-means predictive model
algorithm. The experimental results showed that the K-means algorithm performed well, clustering
the data into three meaningful clusters. The algorithm predicted miscarriage in 44% of the sample
would have a miscarriage, no miscarriage in 21% of the sample, and probable miscarriage in 34% of
the sample. A limitation of this study was that better results could be obtained with a higher value of
K because of the reduced squared error. However, a higher value of K may not have produced useful
and meaningful clusters. Therefore, it was difficult to choose the correct number of clusters, and a
result with 100% accuracy was rare because real data are complex. Another study by Mu et al. [13]
detected and classified the adverse outcomes of pregnancy before the participants became pregnant.
Deep learning (DL) algorithms were applied using a multi-layer neural network (MLP) and DT. The
researchers’ model provided an accuracy of 89.2%, outperforming two other models, a five-layer NN
(85.9% accuracy) and a DT model (79.5% accuracy). Table 1. summarizes the reviewed papers.

Table 1: Summary of the related studies

Reference Objective Technique Dataset Sample
location

Sample
Size

Gestational
age

Results

[4] Analyzed HLA haplotypes
from couples with either
history of successful
pregnancy or RM

SVM, linear
kernel

Genetic data Poland 190 samples – Accuracy of
0.67, AUC of
0.71

[6] Classified the level of risk
of patients with RPL in
different risk classes

SVM Clinical data with
43 medical
features

Italy 734 samples – Accuracy of
93.85%

[5] Developed models to
predict late-onset
preeclampsia and
compared them to
statistical methods

LR, DT, NB,
SVM, GB,
SGB

Clinical data
collected from
hospital electronic
medical records

Korea 11,006
samples

34 weeks Accuracy of
97.3%

[7] Predicted miscarriage in
women with a viable single
pregnancy from first
trimester

DT Ultrasound features
and clinical data

Turkey 415 samples 6–10 weeks AUC of 0.87
± 0.02

[8] Predicted the probability
of achieving live birth

LR, RF, DT,
NB, KNN,
ANN

Blastocyst image Japan 160
images

– Accuracy of
65%

[9] Developed a prediction
model to easily quantify
stillbirth risks

DT, RF,
GB

Clinical data with
various medical
features of the
sample

Australia 947,025
livebirths
and 5,788
stillbirths

≥20 weeks Predicted
45% (95%
CI: 43%,
46%) of
stillbirths

(Continued)
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Table 1: Continued
Reference Objective Technique Dataset Sample

location
Sample
Size

Gestational
age

Results

[10] Identified unfamiliar risk
models that could be
utilized in a clinical setting

LR, DNN, GB Clinical data
containing various
medical features of
the tested sample

United
States

364,124
samples

AUC of 0.74

[11] Provided decision support
for doctors who are
relatively inexperienced in
clinical practice

LR, RF, DNN,
DT, SVM

Historical case data
with six medical
features

China 31,030
samples

First trimester
(6–12 weeks)

Accuracy of
99%

[12] Predicted real-time
miscarriage

K-means Medical data
gathered from
pregnant women via
mobile phone

100,000
samples

Error rate of
10%

[13] Detected and classified
adverse outcomes of
pregnancy before
becoming pregnant

DNN, DT Clinical data
containing various
medical features of
the tested sample

China 75,542
samples

– Accuracy of
89.2%

While another study proposed a software-based solution to enhance the healthcare sector.
Bhatti et al. [14] developed an android application for healthcare strengthening that improves the
process of communication and collecting data between hospitals and reduces the consumption of
time and effort of management staff. To collect the needed data for the proposed system, the authors
developed a questionnaire to interview the staff included in using the system. The staff was consisting
of both the software engineers who are responsible for the input and processing of the data and the
monitors who are responsible for the resulting reports. After collecting the data, it was sent to the
centralized server for analysis. The healthcare staff was very satisfied with the proposed application
as it helped save time and effort. The system had been used in Pakistan in 24 districts and proved
its success in all these areas. However, the proposed system is very recent and needs more time to be
generalized across the entire country.

3 Material and Methods

This section contains the dataset description and the methodology used to build the proposed
model. To train the model, a Saudi clinical dataset was collected and cleaned. This will help in reducing
the miscarriage percentage in Saudi Arabia. Several ML classifiers were used. These classifiers were
selected according to the findings of the literature review, as the best classifiers were selected to
experiment with their performance on our dataset. The evaluation metrics were used to compare the
performance of the proposed models. Fig. 1. summarizes the proposed methodology.

3.1 Data Collection

The study was performed using retrospective data from King Fahad University Hospital, Khobar,
KSA. The study was approved with institutional review board (IRB) no. UGS-2021-09-057. The
dataset contained 23 clinical attributes of 981 pregnant women with normal delivery or miscarriage.
All the attributes in the dataset were numeric except for the final attribute. The numbers of cases of
normal delivery (529) and miscarriage (425) were almost balanced, as shown in Fig. 2. The data were
collected during the first trimester. The average age of the pregnant women with normal delivery was
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31.5 years, whereas the average age of those with miscarriages was 32.7 years. The weights of women
with normal delivery and miscarriage outcomes were similar (72 kilogram).

Figure 1: Methodology diagram

Figure 2: Number of samples per category in the dataset

3.2 Data Preprocessing

Data preprocessing was applied to prepare the dataset for the training of the proposed model.
This included cleaning the data to remove noise and handle missing values. Initially, the dataset was
normalized. Normalization is a method of scaling numeric data to a specific range [15]. Because the
features of the current dataset were all numeric features, but their ranges were very wide, min–max
normalization techniques were applied to all features of the dataset so that their ranges were all between
0 and 1. The formula for min–max normalization is represented in Eq. (1).

X = X − Xmin

Xmax − Xmin

(1)

Subsequently, the normalization encoding was applied to the class attributes. After initial prepro-
cessing, the correlations between the features and the attributes were assessed. The correlation of each
feature with the target class was key for demonstrating the effect of a feature on the class attribute;
some features played important roles in determining the class value, whereas other features had very
small effects on the class value. Moreover, features could have positive or negative impacts. Table 2.
shows the attribute descriptions and the correlation between each feature and the target class.
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Table 2: Attribute description and correlation with the target

# Attribute
category

Attribute Description Correlation

1 Demographic Age Patient’s age 0.086723
2 Height Patient’s height 0.218346
3 Weight Patient’s weight 0.033858
4 Hematological White blood cells White blood cell count −0.176410
5 Red blood cells Red blood cell count −0.058829
6 Hemoglobin Hemoglobin count 0.066638
7 Hematocrit Hematocrit level −0.028201
8 MCV Mean corpuscular volume level 0.028968
9 MCH Mean corpuscular hemoglobin level 0.083064
10 MCHC Mean corpuscular hemoglobin

concentration
0.315363

11 RDW Red cell distribution width −0.137509
12 MPV Mean platelet volume −0.200866
13 Platelets Platelet level 0.234775
14 Eosinophil—Instrument% Eosinophils—Instrument percentage 0.254486
15 Eosinophil—Instrument Abso. Eosinophils—Instrument absolute value 0.292272
16 Basophil—Instrument% Basophils—Instrument percentage 0.384456
17 Basophil—Instrument Abso. Basophils—Instrument absolute value −0.276348
18 Lymphocyte—Instrument% Lymphocytes—Instrument percentage 0.142342
19 Lymphocyte—Instrument Abso. Lymphocyte—Instrument absolute value −0.062244
20 Monocyte—Instrument% Monocytes—Instrument percentage −0.186689
21 Monocyte—Instrument Abso. Monocytes—Instrument absolute value −0.233695
22 Neutrophil

granulocyte—Instrument%
Neutrophil granulocytes—Instrument
percentage

−0.130288

23 Neutrophil granulocyte
—Instrument Abso.

Neutrophil granulocytes—Instrument absolute
values

−0.222571

As shown in Table 2. above, most of the features were weakly correlated with the target class. The
highest correlation was observed between the basophil percentage and the class value (0.384456).

3.3 Classification Models

Several classification models were applied, namely RF, KNN, GB, and DT. The section below
describes the classifiers used in this study.

3.3.1 K-Nearest Neighbors

KNN is a frequently used supervised ML algorithm; it is a nonparametric method that is
used for both classification and regression problems. The algorithm determines the new observation
classification by calculating the distance metric between the test instance and all the training instances,
after which it selects KNN instances [15]. Various distance measure functions can be used to calculate
the distance; the most widely used functions are the Euclidean distance, illustrated in Eq. (2); the
Manhattan distance, represented in Eq. (3); and the Minkowski metric, shown in Eq. (4):√√√√ k∑

i=1

(xi − yi)2 (2)
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k∑
i=1

|xi − yi| (3)

(
K∑

i=1

(|xi − yi|)q

) 1
q

(4)

where x is the test sample and y is the training sample.

3.3.2 Decision Tree

DT is a supervised ML algorithm that can be used to solve regression and classification problems.
It consists of a hierarchical tree structure that is similar to flow charts [15]. The most frequently used
method is implementing a top-down greedy search to calculate the entropy see Eq. (5) and information
gain (IG) see Eq. (6) for each class:

E (T , X) =
∑
c∈X

P (c) E (c) (5)

Gain (T , X) = Entropy (T) − Entropy (T , X) (6)

3.3.3 Random Forest

RF is a supervised ML algorithm that is applicable in classification and regression problems [15].
The technique is a tree-based ensemble that consists of multiple DTs; each tree represents random
variables. The Gini index Eq. (7) is used to determine the branch and spread of nodes on a DT, and
Eq. (8) (entropy) is used to select the branches of the nodes as it computes the probability of a certain
outcome:

Gini = 1 −
c∑

i=1

(Pi)
2 (7)

Entropy =
c∑

i=1

−pi ∗ log2 (pi) (8)

where pi is the probability of class i.

3.3.4 Gradient Boosting

The gradient boosting (GB) algorithm is an ML algorithm that uses ensembled methods, such
as boosting, to build a model with high performance; it can be used for classification and regression
problems. The algorithm is based on combining multiple trees with low accuracy rates to create an
enhanced classifier with better performance and higher accuracy results than the original trees [15].

3.4 Evaluation Metrics

The evaluation metrics used to evaluate the proposed model were accuracy, precision, recall, F1
score, and ROC-AUC.

A confusion matrix was used to measure the performance of the model by comparing the predicted
values with the true values [15,16]; the abbreviations TP, TN, FP, and FN indicate true positive, true
negative, false positive, and false negative, respectively.
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The accuracy Eq. (9) represents the percentage of the correctly classified instances among all the
instances in the testing set:

Accuracy = TP + TN
TP + TN + FP + FN

(9)

The precision Eq. (10) represents the percentage of the correctly classified instances in the positive
class among all the positive classifications:

Precision = TP
TP + FP

(10)

The recall Eq. (11) (also known as sensitivity) represents the percentage of the positive instances
that were correctly classified among all the true-positive instances:

Recall = TP
TP + FN

(11)

The F score Eq. (12) represents the average of the correctly classified instances in the positive class
(precision) and the positive instances that were correctly classified (recall). It is used to evaluate the
balance of a model’s predictions between the two classes:

F score = 2 × Precision × Recall
Precision + Recall

(12)

The ROC AUC shows the performance of the model at all the classification thresholds. It plots
two parameters, TPR and FPR, at different thresholds.

4 Experiments and Results

The experiment was carried out using Python 3.6 on the Jupyter notebook platform. The dataset
contained two classes with a total of 981 cases; 80% of cases in each class were used for training,
and 20% of cases in each class were used for testing. The target prediction had two values: 0 (normal
delivery) and 1 (miscarriage). Parameter optimization was used to select the best hyperparameters
for each model to obtain optimal performance. In this study, the grid search cross-validation (CV)
algorithm was used to identify the optimal parameters for each model. Grid search CV uses all
the possible combinations of the available parameters to determine the optimal combination of
parameters. Table 3. shows optimal values for each model after applying grid search (CV), and Table 4.
presents the results of the proposed models without parameter optimization. Table 5. provides the
results of the classifiers after parameter optimization.

Table 3: Optimal parameters of the classifiers after grid search optimization

Classifier Parameter Optimal value

RF Criterion Entropy
Max depth 10
Number estimators 100

(Continued)
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Table 3: Continued
Classifier Parameter Optimal value

KNN K-value 3

GB Loss Exponential
Max depth 10
Max features Log2

Number estimators 15

DT Criterion Gini
Max depth 15

Table 4: Classifier performance before parameter optimization

Classifier Precision Recall F1 Score Accuracy ROC AUC

RF 92% 91% 91% 91.37% 98%
KNN 81% 81% 81% 80.71% 89%
GB 93% 93% 93% 92.89% 98%
DT 89% 89% 89% 88.83% 88%

As shown in Table 4. above, the GB classifier resulted in the best performance, with an accuracy
of 92.89%. While the KNN classifier resulted in the lowest performance. After applying grid search
CV, the performance of most models improved, as shown in Table 5. and Fig. 3.

Table 5: Classifier performance after parameter optimization

Classifier Precision Recall F1 Score Accuracy ROC AUC

RF 92% 92% 92% 91.87% 97%
KNN 82% 82% 82% 81.73% 87%
GB 94% 93% 93% 93.40% 97%
DT 89% 89% 89% 88.83% 88%

Figure 3: Optimized models’ performance
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Table 5. shows that the performance improved in all models except for the DT model, in which
the performance was the same. The GB model resulted in the best performance, with an accuracy of
93.40% and a precision of 94%. Although all the evaluation metrics improved after the optimization,
the ROC AUC decreased in all the models; it reached 98% before optimization and 97% after
optimization in both the RF and GB models. These experiments demonstrate that the ensemble models
outperformed the single classifiers; the RF and GB models resulted in the best performance among all
the models. While the KNN model resulted in the lowest performance with an accuracy level of 82%.
Even though the DT model resulted in an accuracy level of 89% which is higher than KNN, they both
resulted in similar ROC-AUC of 88% and 87% respectively. Fig. 4. and Fig. 5. show the confusion
matrices for the RF and GB models.

Figure 4: Confusion matrix for RF

Figure 5: Confusion matrix for GB
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The confusion matrix shows that RF misclassified 16 instances, whereas GB misclassified 13
instances; this explains the difference between the accuracy of the two models. For a more detailed
comparison, Figs. 6. and 7. show the ROC AUC of the RF and GB models.

Figure 6: ROC AUC for RF

Figure 7: ROC AUC for GB

The proposed model resulted in high performance on the new Saudi clinical dataset. Although
the data is new and was collected from a hospital, the quality of the data was high, and the data was
balanced. Moreover, the model required a small number of features to predict miscarriage. This will
save the time and effort of patients and doctors. The proposed model is fully automated and can be
generalized and used in other Saudi hospitals to reduce the percentage of miscarriages in Saudi Arabia.

5 Conclusion

The risk of pregnancy loss is constantly increasing, and many pregnant women are facing a serious
risk. Therefore, it is necessary to determine the predictors of these complications, as they could help
obstetricians estimate the risk level at the early stages of pregnancy and lower the risk of miscarriage.
In this study, several ML algorithms, namely RF, DT, KNN, and GB, were used to predict miscarriage
at early stages to improve the healthcare sector and reduce the risk for pregnant ladies. The study used
a real dataset, which contained the data of 984 patients at King Fahad University Hospital, Khobar,
KSA, including 23 clinical attributes. The results showed that the GB classifier outperformed the other
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models with an accuracy of 93.40% and a ROC-AUC of 97%. To the best of the authors’ knowledge,
this is the first study to use ML and a real dataset from KSA for the early prediction of miscarriage.
Collecting the data and preparing it to be used as the main limitation of this work. Although the results
achieved by the current study are significant, further studies should be conducted to build on these
findings. Specifically, the proposed model must be validated using a large, multicenter dataset. For
future work, a larger dataset from multiple Saudi hospitals will be collected and combined to build
more accurate models. Also, more advanced techniques such as DL will be used to develop enhanced
models.
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