
This work is licensed under a Creative Commons Attribution 4.0 International License,
which permits unrestricted use, distribution, and reproduction in any medium, provided
the original work is properly cited.

echT PressScienceComputers, Materials & Continua
DOI: 10.32604/cmc.2023.035720

Article

Federated Feature Concatenate Method for Heterogeneous Computing in
Federated Learning

Wu-Chun Chung1, Yung-Chin Chang1, Ching-Hsien Hsu2,3, Chih-Hung Chang4 and Che-Lun Hung4,5,*

1Department of Information and Computer Engineering, Chung Yuan Christian University, Taoyuan, Taiwan
2Department of Computer Science and Information Engineering, Asia University, Taichung, Taiwan

3Department of Medical Research, China Medical University Hospital, China Medical University, Taichung, Taiwan
4Department of Computer Science & Communication Engineering, Providence University, Taichung, Taiwan

5Institute of Biomedical Informatics, National Yang Ming Chiao Tung University, Taipei, Taiwan
*Corresponding Author: Che-Lun Hung. Email: clhung@nycu.edu.tw

Received: 01 September 2022; Accepted: 17 November 2022

Abstract: Federated learning is an emerging machine learning technique
that enables clients to collaboratively train a deep learning model without
uploading raw data to the aggregation server. Each client may be equipped
with different computing resources for model training. The client equipped
with a lower computing capability requires more time for model training,
resulting in a prolonged training time in federated learning. Moreover, it may
fail to train the entire model because of the out-of-memory issue. This study
aims to tackle these problems and propose the federated feature concatenate
(FedFC) method for federated learning considering heterogeneous clients.
FedFC leverages the model splitting and feature concatenate for offloading
a portion of the training loads from clients to the aggregation server. Each
client in FedFC can collaboratively train a model with different cutting layers.
Therefore, the specific features learned in the deeper layer of the server-
side model are more identical for the data class classification. Accordingly,
FedFC can reduce the computation loading for the resource-constrained
client and accelerate the convergence time. The performance effectiveness is
verified by considering different dataset scenarios, such as data and class
imbalance for the participant clients in the experiments. The performance
impacts of different cutting layers are evaluated during the model training.
The experimental results show that the co-adapted features have a critical
impact on the adequate classification of the deep learning model. Overall,
FedFC not only shortens the convergence time, but also improves the best
accuracy by up to 5.9% and 14.5% when compared to conventional federated
learning and splitfed, respectively. In conclusion, the proposed approach is
feasible and effective for heterogeneous clients in federated learning.
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1 Introduction

Machine learning technologies have been widely applied to various applications with artificial
intelligence. In the Internet-of-Things (IoT) applications [1,2], cloud service providers have introduced
intelligent and customized personal services for each client by analyzing the sensing data collected from
IoT devices. In medicine and healthcare applications, machine learning models help doctors provide
suggestions for diagnosis and treatment decision-making (e.g., blurry retinal disorder [3], cancer [4,5],
and COVID-19 [6,7]). To train a model from scratch, the features are extracted and learned from a
dataset usually labeled with a set of known classes. According to a large amount of training data,
the training process of an entire deep learning model may be heavily loaded for a centralized server.
Distributed machine learning [8] approaches have been presented to enable model training among
multiple servers and reduce the training time. However, the consensus on data privacy is rising [9,10],
and raw data collected from clients are usually sensitive. Clients are concerned about data upload to a
remote training server. The challenge for deep learning applications is to accomplish model training
with a sensitive dataset residing at the participant client.

Federated learning (FL) [11,12] is an emerging technology for distributed machine learning. FL
enables collaborative learning among clients to locally train the resident data. In addition to uploading
the raw data, each client in FL only uploads the extracted features to the remote server. The server then
aggregates the collected parameters on average and produces a new global model. The gradient values
are calculated and sent back to the participant clients for the model parameter update. Therefore, the
server accomplishes the model training and prevents clients from violating the data privacy during the
training process. However, the time for model training could be varied when the computing capabilities
of the participant clients are heterogeneous. In this case, the server must wait for the client with a lower
computation to accomplish its local training and upload the results for aggregation. The local training
may also fail for the client because of the constrained resource for an out-of-memory. Hence, FL faces
the new challenge of accomplishing the model training among heterogeneous clients while reducing
the training time and retaining the test accuracy.

Split learning techniques [13,14] are applied to FL to overcome a client’s limited computation.
Using split learning, each client only takes a few layers of a deep neural network (DNN) model to train
the local data. The remaining model layers are offloaded to the server to concatenate the training.
In most of the previous works [15–18], each client in FL splits the DNN model at the same layer.
The cutting layer borderline must be set according to the less computing capability of a client. When
clients have heterogeneous computing capabilities, a powerful client only takes a few layers for the
model training, despite being equipped with a high computing resource. Consequently, computing
resources are wasted if the client cannot contribute its powerful computation to train more layers of
a DNN model. Therefore, FL faces another challenge of concatenating the training process when the
computing capabilities of clients are heterogeneous.

In view of this, previous works improved the FL efficiency with innovative methods [19–22]. A
few studies considered distinct clients, and rare ones explored the effect of different cutting layers.
The motivation of the present study is to accomplish FL considering heterogeneous computing for
participant clients. A novel approach involving the federated feature concatenate (FedFC) training in
FL is proposed. FedFC not only adopts the synergy of model splitting and feature concatenation into
FL, but also considers the heterogeneity of the computing capabilities among participant clients. Each
distinct client in FedFC can take different cutting layers of a DNN model for collaborative training.
In other words, a client with a lower computing capability takes fewer model layers, while a powerful
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one takes more for training. The FedFC server concatenates the intermediate model parameters from
different clients and takes the remaining model layers for federated training and aggregation.

In this way, FedFC accomplishes synchronous model training without any raw data uploads from
distinct clients. Heterogeneous clients in FedFC are responsible for different model layers according to
the local computing capability. To evaluate the effectiveness of FedFC, this study not only explores the
performance impacts of splitting different layers on a model training, but also examines different non-
independent and identically distributed (non-IID) cases of data and class imbalance among participant
clients in horizontal FL. The results show that FedFC outperforms other approaches in terms of the
test accuracy while reducing the computation loading for the constrained client and accelerating the
convergence speed. Overall, the major contributions of this work are threefold:

• The FedFC method is proposed for collaborative training in FL.
• The performance impacts of splitting different model layers for the participant clients are

investigated.
• The proposed FedFC is applied to shorten the overall training time while improving the test

accuracy.

The remainder of this paper is organized as follows: Section 2 discusses the most relevant works;
Section 3 introduces the proposed FedFC method and the corresponding algorithms in FL; Section 4
presents the performance evaluations and the empirical results; and Section 5 provides the concluding
remarks and future works.

2 Background and Related Works

This section presents the basis of technologies relevant to the proposed FedFC in terms of FL,
split learning (SL), and splitfed learning (SFL). The state-of-the-art works related to this study will
also be discussed.

2.1 Federated Learning

FL was first proposed by Google in 2017 and applied in the G-board application among mobile
devices [23–25]. The proposed solution enables collaborative training without uploading raw data from
clients. Each client in FL trains an entire ML model, with the raw data residing at the local. Only
the model parameters are uploaded from each client to a centralized server for the aggregation of
the model parameters on average (i.e., FedAvg). In the case of heterogeneous computing on different
clients, each client may be equipped with various hardware resources, resulting in time variants for the
model training among clients. The lowest computing capability of a client, called a straggler, generally
limits the complete time for model training in FL [26–28].

Many solutions have been proposed to overcome the abovementioned challenge via asynchronous
mechanism, client selection, grouping strategy, and neuron masking. Xie et al. [29] proposed the
asynchronous mechanism that enables the server to immediately aggregate the model parameters
without waiting for all uploads from constrained clients. However, the model of a constrained client
could be stale to prolong the time for the model convergence. Nishio et al. [30] proposed a client
selection strategy using collected information from the client (e.g., network bandwidth). To reduce
the training time, clients who are stragglers cannot participate in FL training. However, a straggler
may have a large amount of training data. The training model accuracy will be affected without the
participation of an informative straggler.
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Chai et al. [31] adopted the idea of grouping clients and proposed the adaptive selection mech-
anism for when stragglers have a large amount of training data. The adaptive selection mechanism
enabled each group of clients to take turns in joining the FL training to alleviate the impact of the
training time from stragglers. The authors further combined the idea of grouping clients and the
asynchronous mechanism in [32]. The clients in the same group adopted synchronous FL training,
while multiple groups adopted asynchronous FL training. When the server aggregates the model
parameters, the server only considers recent model parameter updates from each group. However,
the model may not be converged when the model parameters from the slower group are out-of-date.
Previous works did not consider a practical situation, in which the clients may not train an entire model
due to hardware resource limitations.

Meanwhile, Xu et al. [33] profiled the model training time for the hardware resource of each client
and exploited neuron masking to skip the partial neurons of the model and reduce the computational
cost for a client. However, the client still needs to have a complete model for the client-side training. The
training may fail if the memory space is insufficient for the client. In contrast, FedFC splits an entire
model into two parts. The client only needs to train a few layers of the DNN model. The remaining
layers are offloaded to the server.

2.2 Split Learning

SL [14,34] was first proposed to consider the hardware resource of a constrained client. The idea
behind splitting a model is to divide a DNN model into two sub-models allocated with different
portions of model layers. One sub-model, called the client-side model, is used to train the local data on
a client with the first few model layers. The other is the server-side model used to sequentially train the
remaining layers for the constrained client. In each iteration, each client trains the model parameters
with local data and uploads the smashed data, including the activation values of the cut layer, to the
server. The server then takes the remaining training of the server-side model with the smashed data and
computes the gradient value for the global model. The updated values for the smashed data gradient
are sent back to the client to update the client-side model.

During the SL training process, the data privacy is protected by the client because raw data are
transformed into smashed data after training on a client. The loading of training the deep learning
model is eliminated on a client because each client only takes the client-side model for local training
instead of training all layers of the entire model. However, traditional SL adopts sequential training,
resulting in only one client participating in the SL training at the same time. The training time becomes
longer when the number of participant clients increases [17,35,36].

Jeon et al. [37] adopted a parallel strategy for participant clients to accelerate the SL training time.
However, the server still sequentially inputs the smashed data from each client to train the server-side
model. When the number of clients becomes larger in training, the worst case is that it will be the same
as the traditional SL and result in a longer training time. Zhang et al. [38] also adopted the parallel
training strategy and trained the server-side model with the feature concatenate method. When the
server-side model training is finished, the server splits the gradient according to the smashed data size
of each client. The corresponding gradient is sent back to the client to update the client-side model.
However, each client in the previous works was allocated with the same model layers, resulting in the
wastage of computing resources for the client with a powerful computing capability.
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2.3 Splitfed Learning

Thapa et al. [18] introduced SFL to leverage the FL and SL advantages for training splitting
models to reduce the training time and computing loads on clients. SFL includes two kinds of training
processes: SFLv1 and SFLv2. All SFLv1 clients simultaneously train the client-side model and upload
the smashed data to the corresponding server-side models. The main server trains the server-side
models and averages the gradients of all server-side models. After finishing the client-side model
training, the client then uploads the parameters of the client-side model to another fed server. The fed
server aggregates the parameters of all client-side models and generates updated global parameters.
SFLv2 is similar to SFLv1, but with only one server-side model adopted in the main server. The
main server exploits institutional incremental learning [39] to train the server-side model. The training
proceeds until all of the smashed data of the participant clients had been input to the server-side model
for training. After finishing the server-side model training, the main server then updates the gradient
of the smashed data back to the client. Accordingly, the client can update the client-side model.

Based on the SFL solutions, many works have proposed enhanced methods to improve the training
communication in-between clients and servers. He et al. [16] adopted a similar model between the
client and the server. The client-side model was responsible for the shallower layers of the ResNet
[40] architecture, while the server-side model was responsible for the deeper layers. Both the client-
and server-side models output their predicted results. Subsequently, the client and the server exchange
results with each other. In this way, the client- and server-side models can learn from each other through
knowledge distillation [41]. However, the server trains the server-side model in a sequential order. The
training time will be longer when many clients join the training.

In the work of Pal et al. [17], the server-side model in SFL was updated with the smashed data of all
clients, while the client-side model was updated with the smashed data of the client itself. An updating
imbalance occurred between the client- and server-side models when they were set to the same learning
rate. The authors revealed that the learning rate for the server-side model training must be adjusted
according to the number of clients. Han et al. [15] claimed that the client-side model of existing SFL
architecture must wait for the server to calculate the gradient of the smashed data before updating
the client-side models. Massive data transmissions were involved during the SFL training procedures,
resulting in an increase in communication loadings. Therefore, the authors proposed locally generated
losses to add an auxiliary network layer to the client-side model. The smashed data are input to the
auxiliary network for prediction and uploaded to a server for the server-side model training. After the
local training completion, the client uploads the client-side model parameters to the fed server, which
then aggregates the parameters from the participant clients and updates the result back to each client.

State-of-the-art works have achieved some improvements in SFL; however, only a few have consid-
ered the heterogeneous computing of participant clients [42,43]. The effect of splitting different model
layers on the training performance is rarely explored. This study intends to conduct a collaborative
training of participant clients assigned with different cutting layers of the client-side model. A novel
FedFC method is proposed herein to concatenate the output features of different layers from distinct
clients. Compared to SFL, FedFC only facilitates a single server-side model to concatenate the learning
features. A mixed layer approach is presented for FL among heterogeneous clients. Each client can
participate in the collaborative training with different model layers; therefore, clients can make good
use of their computing resources. Other works have not considered the solution for heterogeneous
clients. The results show that FedFC reduces the computation loading for the constrained client while
improving the convergence speed and the test accuracy.
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3 Federated Feature Concatenate

In the image segmentation task, the deep layer output in a model classifies each image pixel to
a specific class. However, the classification result may not be identical because the deep layer output
lose information from the shallow layer. To solve this problem, U-Net [44] is applied to the image
segmentation task. The U-Net model adopts an encoder–decoder architecture. The input of each
decoder block refers to not only the output of the previous layer in the model, but also to that of
the corresponding encoder block. These two features are concatenated at the channel dimension. The
concatenated result is then finally input into the decoder block, forming a U-shape architecture. FedFC
is inspired by U-Net and adopts the feature concatenate method in the training procedure. Therefore,
it collaborates with each client, which may be split with different model layers in FL.

3.1 Overview of the FedFC Method

For the effective utilization of the computing resource of each client, FedFC enables clients to
determine the number of model layers according to their computing capability. It also leverages the
split model and tfeatures concatenate methods to reduce the training time on the local client. In
FedFC, only a server-side model is necessary to process the smashed data from each client-side model.
Therefore, the server storage maintenance is alleviated. Fig. 1 depicts the workflow for detailing the
training processes of an FL model using FedFC.

• At the initial stage, each client requests for an initial training model from the server.
• Step 1: Each client starts training the client-side model using local data and uploads the smashed

data to the server.
• Step 2: Before training each layer of the server-side model, the server checks if smashed data

have been uploaded from a client. Through the training process for the server-side model, the
server executes the feature concatenate if any layer has uploaded with the smashed data from a
client; otherwise, the server keeps training the next layer of the server-side model.

• Step 3: After finishing the server-side model training, the server sends the gradients back to
the client who uploaded the smashed data, such that the client-side model can be updated
accordingly.

• Step 4: After finishing a round of local training, each client uploads its local parameters of the
client-side model to the server and waits for the model parameter aggregation in FL.

• Step 5: Upon receiving all the model parameters from the participant clients, the server records
the in-place parameters of the client- and server-side models within an original model. To
this end, the server adopts FedAvg algorithms to generate a new global model. Both of the
parameters collected from the client- and server-side models are aggregated on average.

• Step 6: The server updates its server-side model with the new global parameters and sends out
the new global parameters back to each client for the client-side model update.

3.2 Model Training in FedFC

This section elaborates on the training processes in FedFC from the perspectives of forward and
back propagation. Fig. 2 illustrates the forward propagation procedures for the server-side model,
where the 4-tuple of (B, C, H, W) represents the values of the batch size, channel, height, and width
of the smashed data, respectively.
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Figure 1: FedFC training workflow
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Figure 2: Forward propagation for the server-side model in FedFC

Let us assume that the input of the server-side model is the smashed data of Client 3. After the
�1 layer calculation, new smashed data are generated with the values of (1, 1, 3, 3). At this time, the
server checks that the values of the smashed data from Client 2 are the same as (1, 1, 3, 3). It then
concatenates the �1 layer output with the smashed data of Client 2. New values of (2, 1, 3, 3) are
generated, and a tensor.detach() attribute is added at this step. The attribute is noted for stopping the
gradient calculation when the server performs the backpropagation at this step. Next, the server inputs
the values of the smashed data with (2, 1, 3, 3) for the �2 layer calculation. After the calculation, new
smashed data are generated with the values of (2, 1, 2, 2). At this time, the server checks that the value
of the smashed data from Client 1 is also (1, 1, 2, 2). It then concatenates the �2 layer output with the
smashed data of Client 1. The new value of (3, 1, 2, 2) is generated, and a tensor.detach() attribute is
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added at this step. Hereafter, the server inputs the values of the smashed data with (3, 1, 2, 2) to the �3

layer and so on until the forward propagation of the server-side model is finished.

After completing a forward propagation to train the server-side model, the server must calculate
the loss value between the predicted results and the actual labels. The gradient is calculated, and
the server-side model parameters are updated throughout the backpropagation. Fig. 3 illustrates
the backpropagation for the server-side model. When the server executes the backpropagation to
calculate the �3 layer gradient, the procedure stops because the attribute of this step is noted with
a tensor.detach(). The server must split the gradient value of (3, 1, 2, 2) into two portions, namely (2,
1, 2, 2) and (1, 1, 2, 2). The gradient value of (1, 1, 2, 2) will be sent back to the smashed data of Client
1, while the other (2, 1, 2, 2) is used to proceed with the backpropagation. When calculating the �2 layer
gradient, the server also detects that the attribute is noted with a tensor.detach(). The server splits the
gradient value of (2, 1, 3, 3) into two portions similar to (1, 1, 3, 3). One portion of the gradient values is
sent back to the smashed data of Client 2. The other is used to proceed with the backpropagation until
that of the server-side model is finished. Finally, the server sends the gradients of the corresponding
smashed data to each client for the client-side model update. The subsequent section will introduce
detailed FedFC algorithms for the participant client and the server. The model parameter aggregation
in FedFC is presented hereafter.

(B, C, H, W)
(1, 1, 4, 4)

(2, 1, 3, 3)(1, 1, 3, 3)

(1, 1, 3, 3)

(2, 1, 2, 2) (3, 1, 2, 2)

(1, 1, 2, 2)

client 1client 2

client 3

split tensor split tensor

Server-side model

backward stop backward stop

startstart

Figure 3: Backpropagation for the server-side model in FedFC

In view of this, FedFC can alleviate the computing loads for distinct clients to train the client-side
model. Let Ph,weight denote the weight parameters of the h layer and Ph,bias denote the bias parameters of
the h layer. The total parameter Ptotal of a DNN model with L layers is calculated as follows:

Ptotal =
L∑

h=1

(
ph, weight + ph,bias

)

Therefore, a client with fewer layers of a DNN model represents fewer calculations for the client-
side model training. The overall computing load is lower for the client with a constrained resource.

3.3 FedFC Algorithms

Assume the total number of the K clients participating in a round of FedFC training, and that each
client k trains a single local epoch. The server splits the initial model into the client- (wc) and server-
side (ws) models, where wc has a different number of layers for each client k. Clients are responsible for
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training the client-side models wc, whereas the server is responsible for training the server-side model
ws. Algorithm 1 depicts the training procedures for the participant clients.

Algorithm 1: Client-side training in FedFC
Input: Training data x and labels y
Output: w∗

c

1: Get initial client-side model wc from the server
2: for epoch e = 1, 2, . . ., to E do
3: for local batch (xk, yk) in total batch do
4: Sk ← Forward Propagation xk

5: Send smashed data Sk and labels yk to server
6: Get gradients gc·k from server
7: Update the client-side model with learning rate η: wc·k ← wc·k − η · gc·k
8: end for
9: end for

10: Send wc·k to server and get w∗
c by Algorithm 3

First, each client k requests an initial model wc from the server. Next, each client uses the local
data xk and actual labels yk to train the client-side model until a specified local epoch E is finished.
In each iteration, each client uploads the smashed data Sk and the corresponding yk to the server to
train the server-side model. After receiving the corresponding gradients of Sk from the server, each
client updates the client-side model with the learning rate η and the gradient gc,k. When each client
approaches the specified local epoch E, all clients upload their model parameters wc,k to the server
and wait for the new parameters w∗

c after applying Algorithm 3. To this end, a single training round is
completed in FedFC.

Algorithm 2 shows the procedures for each iteration to train the server-side model on a server. The
server initially splits the initial model into wc and ws, in which the number of layers in ws is determined
according to the last layer of wc. The server must process the smashed data for different layers of the
participant clients. The forward propagation procedures are presented from lines 5 to 15. At each layer,
the server first checks if any client uploads the smashed data before the server-side model training. If
a client uploads the smashed data, and the input feature X m

s of the current layer is null, the server
concatenates the smashed data S and assigns the result to X m

s ; otherwise, the server concatenates the
feature X m

s of a previous layer with the smashed data S of the client. Subsequently, the server assigns
the result to X m

s and adds the attribute with a tensor.detach(). The addition of the tensor.detach()
attribute to X m

s is a note for the server to identify that the client has uploaded the smashed data at this
step. Next, the server inputs the new X m

s to the current layer for training. If none of the clients upload
the smashed data, the output feature of the previous layer will be input to the next layer for training.
When the forward propagation is finished, the server concatenates the actual labels y1, y2, . . . , yK to
form Y and proceeds with the backpropagation updates in the next procedures.

Algorithm 2: Server-side training in FedFC
Input: Smashed data S1, S2, . . . , SK and labels y1, y2, . . . , yK

Output: w∗
s

1: Initialize:
2: Server splits the initial model into client-side model wc and server-side model ws

3: Server sends the client-side model wc to clients
(Continued)
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Algorithm 2: Continued
4: Server uses the server-side model ws to training

// Forward Propagation
5: for Server-side model layer m = 1, 2, . . . to M do
6: if any clients upload the smashed data at current layer m then
7: if X m

s is ∅ then
8: X m

s = Concatenate the smashed data S of clients
9: else

10: X m
s = Concatenate X m

s and the smashed data S of clients
11: end if
12: Add tensor.detach() attribute at X m

s

13: end if
14: X m

s ← Forward Propagation X m
s

15: end for
16: Y ← Concatenate labels y1 ⊕ y2 ⊕ y3 . . . ⊕ yK

// Back Propagation
17: for Server-side model layer m = M, M − 1, . . . to 1 do
18: if m == M then
19: gm

s = ∇l
(

Ŷ , Y
)

20: else
21: Compute gradients gm

s at current layer m
22: end if
23: if the tensor.detach() attribute is added at layer m then
24: g′m

s , g′ ← Splits gradients by the number of clients who uploaded
25: Send g′ to the client who has uploaded the smashed data at layer m
26: Use g′m

s to calculate gradients for next layer
27: end if
28: end for
29: Update the server-side model w∗

s

The backpropagation procedures are presented from lines 17 to 28. First, the server calculates
the loss value between Ŷ and Y for the updated gradients of the model parameters throughout the
backpropagation. When updating the gradient gm

s for each layer of the server-side model, the server
checks if the tensor.detach() attribute is added at the current layer. If the attribute exists, the server must
split the gradients into g′m

s and g′ according to the number of clients. If it does not, the server proceeds
with updating the backpropagation. After the backpropagation, the server updates the server-side
model parameters w∗

s and sends the gradients of the smashed data back to the corresponding clients
for the client-side model update.

After each client k completes its local training, all clients must upload the model parameters wc,k

from the client to the server. The server aggregates the model parameters from the participant clients
and sends the updated global parameters back to the clients. During this time, FedFC completes the
model training for one round. Algorithm 3 shows the FedAvg algorithm used in FedFC. After each
client uploads the model parameters, the server checks if the amount of parameters of each wc,k is
equal. If it is, then the numbers of the layers of the distinct client-side models are similar with each
other. As a result, the server can average the model parameters from all clients to generate new global
parameters w∗

c for the client-side model. The updated w∗
c will be sent back to the participant clients.
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Each client then proceeds with the model training with the updated parameters of the client-side model
at the next round.

Algorithm 3: FedAvg algorithm in FedFC
Input: Model parameters of each client wc·1, wc·2, . . . , wc·K
Output: w∗

c , w∗
s ,

1: if wc·1, wc·2, . . . , wc·K have the same amount of parameters then
2: w∗

c ← ∑K

k=1

nk

N
wc,k

3: Send w∗
c to all clients

4: else
5: for each layer in the original model do
6: A ← Get parameters from {wc·1, wc·2, . . . , wc·K} at current layer
7: if ws contains partial parameters of the client-side model then
8: Average A and partial ws parameters at current layer
9: else

10: Average A at current layer
11: end if
12: end for
13: Update w∗

c and w∗
s

14: Send w∗
c to all clients

15: end if

If the amount of parameters of each client-side model is not equal, which means that the numbers
of the layers of the distinct client-side model are different, the server must average the parameters per
layer of the client-side models. In this case, the server must exploit the smashed data of different layers
to train the server-side model. Therefore, the server averages the partial parameters of the server-side
model with those of the client-side models overlapped at each layer, as shown in Line 6. Next, the server
checks if the ws parameters are intersected with the client-side model. If this is the case, it averages Set
A and the partial parameters of the server-side model at the current layer and updates the overlapped
server- and client-side model parameters; otherwise, it only averages Set A and updates the client-side
model parameters. Finally, the server generates the global parameters w∗

c for the client-side model and
the parameters w∗

s for the server-side model. w∗
c is sent back to the participant clients according to the

corresponding layers of the client-side model.

4 Performance Evaluations

The experiments were conducted on a workstation with GTX 1080 GPUs for emulating four
clients and one server. The VGG16 [45] model used for FL was composed of 13 convolution layers
and three fully connected layers, each with a kernel size of 3 × 3. The programs were written in Python
3.6 with PyTorch 1.5, cudatoolkit 10.2, and flask 2.0. CIFAR-10 was adopted for the dataset, where
50,000 images were categorized for training, and the other 10,000 images were used for testing. The
batch size was 32. The learning rate was 0.001. The optimizer adopted stochastic gradient descent and
momentum. The experiments also considered different dataset scenarios, including the data and class
imbalance for the participant clients. In the data imbalance experiment, four clients were allocated
40%, 30%, 20%, and 10% of the training data. For the class imbalance case, classes 0–2 were dispatched
to Client 1; classes 2–4 were dispatched for Client 2; classes 4–6 were dispatched for Client 3; and
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classes 7–9 were dispatched for Client 4. The compared methods included centralized learning (CL),
FL, SFLv1, SFLv2, and FedFC. The performance metrics were the test accuracy and the convergence
time required to achieve a specified test accuracy. All experiments were performed for 200 rounds, with
an epoch of 10 per round.

4.1 Effect of the Model Cutting Layer

This experiment evaluated the effects of the model cutting layers and compared the best test
accuracy with CL. In FedFC, the model was split into different model layers (i.e., second, fourth,
seventh, and 10th layers). Fig. 4 shows the training results of the data imbalance case. The training
result of FedFC was closer to the that of CL when the cutting layer was two for each client-side model.
The test accuracy gradually decreased as the number of layers of the client-side model increased. It
exceeded the result of the seventh layer when the number of layers of the client-side model was assigned
with the 10th layer.

Figure 4: Model layer effect of the data imbalance

Table 1 records the best accuracy and convergence time for the data imbalance case. The best
accuracy decreased when the client-side model increased from the second to seventh layer. It increased
to 86.63% when the client-side model had 10 layers. The performance of different cutting layers in
FedFC was slightly degraded when compared to CL. Similar trends were found in the perspective of
the convergence time. The number of training rounds became longer when the number of layers of the
client-side model increased, but significantly reduced again for the 10th layer. The phenomenon only
occurred when the features were extracted before and after the middle layer of the DNN model.

Table 1: Best accuracy and convergence time of the data imbalance

Best accuracy Convergence time (85%)

CL 89.62% -
2 conv 88.21% 7 rounds
4 conv 87.08% 13 rounds
7 conv 85.74% 55 rounds
10 conv 86.63% 18 rounds
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This study referred to the work of [46] to explore the reason behind the phenomenon and expose its
critical impact. The shallow layers in the model generally learned the general features suitable for the
distinct learning tasks. For example, the features of the shallow layers of the model were extracted for
the edge features in the images. These general features are expected to be applicable to other image
classification tasks. The deep layers in the model also learned specific features to identify specific
data classes. Finally, the middle layers in the model learned the co-adaptation of features affected
by the general and specific features. Hence, the co-adapted features were the key point to the accurate
classification of the DNN model. In our experiments, feature co-adaptation occurred in the seventh
layer, while specific features occurred in the 10th layer. Accordingly, the test accuracy in the 10th layer
increased because a few co-adapted features were extracted while growing from the seventh to the 10th
layer. Consequently, the features learned by the server-side model were more specific in improving the
test accuracy.

Fig. 5 shows the training result for the class imbalance case. The best accuracy of the second layer
was 77.3%. A total of 122 rounds were needed to achieve the test accuracy of 75%; however, that
of the 10th layer reached 78.1% and took a shorter convergence time. Table 2 lists the best accuracy
and convergence time for achieving 75% test accuracy. When the number of layers of the client-side
model increased, the test accuracy increased, while the convergence time decreased. The gap in the
convergence speed between the seventh and 10th layers was significant in this experiment. The model
started to learn feature co-adaptation since the seventh layer. Meanwhile, the client-side model tended
to identify the local data by the client itself. The output features became more specific when the number
of layers of the client-side model increased. Therefore, the test accuracy gradually increased when fewer
parameters were offloaded to the server-side model.

Figure 5: Model layer effect of the class imbalance

Overall, the cutting layer (10th layer) in this experiment performed better than the others in
terms of the test accuracy and convergence time. However, not all the participant clients can train
a DNN model for 10 layers on the client-side. The proposed approach must complete the model
training according to different cutting layers of the client-side model. Hence, FL can be accomplished
considering heterogeneous computing and class imbalance among the participant clients in FedFC.
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Table 2: Best accuracy and convergence time of the class imbalance

Best accuracy Convergence time (75%)

2 conv 77.3% 122 rounds
4 conv 77.66% 114 rounds
7 conv 78.12% 100 rounds
10 conv 78.1% 66 rounds

4.2 Method Comparisons

This section compares the test accuracies of FL, SFLv1, SFLv2, FedFC, and mixed of the client-
side model for FedFC (FedFC-mixed layer). According to the configuration in SFL [18], SFLv1,
SFLv2, and FedFC split at the fourth layer. The FedFC-mixed layer considered the mixing of the
training layers of (2, 4, 7, 10), in which the second, fourth, seventh, and 10th layers were allocated to
distinct clients. Fig. 6 illustrates the experimental results of the data imbalance case. Table 3 highlights
the best accuracy and convergence time of FL, SFLv1, SFLv2, FedFC, and FedFC-mixed layer. The
test accuracies of FedFC and FedFC-mixed layer were improved by 1.09% and 1.03%, respectively,
compared to that of SFLv1. Compared to SFLv2, FedFC and FedFC-mixed layer showed improved
test accuracies of 2.62% and 2.56%, respectively. In terms of the convergence time, FL took six rounds
to achieve 85% of test accuracy. By contrast, SFLv2 did not achieve 85% test accuracy in 200 training
rounds. Compared to SFLv1, FedFC and FedFC-mixed layer outperformed SFLv1 by 63.89% and
52.78%, respectively.

Figure 6: Method comparisons of the data imbalance

The abovementioned results can be attributed to each client uploading the smashed data to the
corresponding server-side model for each SFLv1 iteration. SFLv1 must maintain multiple server-side
models and adopt an oversampling method to ensure that each iteration can obtain the smashed data
from the client-side model. In addition, SFLv2 exploited a sequential approach to train the server-
side model, which resulted in a high probability for the server-side model to a local optimum. In other
words, in an unbalanced data distribution, clients with a few training data only oversampled the limited
training data and uploaded similar smashed data for the server-side for model training. The server
repeatedly learned the same features from the client; hence, the gradient should be a very small value.
Consequently, the small gradient slowed down the update ratio of the server-side model. FL needed
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the least number of rounds to achieve a specified test accuracy of 85%, but it assumed that all clients
should be homogeneous and affordable for the entire model training on the client-side. In contrast,
FedFC proposed the feature concatenate method to concatenate the smashed data uploaded from
the distinct clients before inputting the features to the server-side model for training. Hereafter, the
server calculated the loss values according to the smashed data and updated the gradients of the model
parameters throughout the backpropagation.

Table 3: Best accuracy and convergence time for method comparisons of the data imbalance

Best accuracy Convergence time (85%)

FL 89.75% 6 rounds
SFLv1 (4 conv) 85.99% 36 rounds
SFLv2 (4 conv) 84.46% -
FedFC (4 conv) 87.08% 13 rounds
FedFC (2 4 7 10 conv) 87.02% 17 rounds

Fig. 7 depicts the results of the class imbalance case. The best accuracies of FL, SFLv1, SFLv2,
FedFC, and FedFC-mixed layer were 79.29%, 74.66%, 63.15%, 77.66%, and 77.48%, respectively.
Compared to SFLv1, the test accuracies of FedFC and FedFC-mixed layer increased by 3% and 2.82%,
respectively. Even FedFC outperformed SFLv2 by up to 14.5% in the test accuracy. Table 4 presents
the best accuracy and convergence time for achieving a specified test accuracy for each method. FL
took 105 rounds to achieve 75% test accuracy, while FedFC and FedFC-mixed layer must train for
114 rounds. SFLv1 and SFLv2 did not reach the desired test accuracy in 200 rounds because FedFC
used a feature concatenate method to train the server-side model.

Figure 7: Method comparisons of the class imbalance

To update the server-side model in FedFC, the input of the server-side model was concate-
nated with the smashed data uploaded from the participant clients. However, SFLv1 maintained
multiple server-side models, and each client-side model corresponded to a server-side model. When
all the server-side models in SFLv1 accomplished the training in one iteration, the server averaged the
gradients of all server-side models and updated the gradient values to all server-side models. In the
class imbalance case, the gradient value calculated by SFLv1 was biased toward the training data of
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the client itself, resulting in a deviation of the server-side model update. Meanwhile, SFLv2 exploited
the sequential approach to train the server-side model with the smashed data uploaded from the
clients. In the class imbalance case, SFLv2 suffered from a catastrophic forgetting problem [47];
hence, the server-side model only remembered the smashed data from the latest client and forgot the
previously learned features. Overall, FedFC enabled heterogeneous clients for collaborative training
with constrained resources on the client-side and offloaded the training burden to the server-side
model.

Table 4: Best accuracy and convergence time for method comparisons of the class imbalance

Best accuracy Convergence time (75%)

FL 79.29% 105 rounds
SFLv1 (4 conv) 74.66% -
SFLv2 (4 conv) 63.15% -
FedFC (4 conv) 77.66% 114 rounds
FedFC (2 4 7 10 conv) 77.48% 114 rounds

4.3 Extreme Class Imbalance

In the previous experiments, the data classes assigned to the participant clients were overlapped
in the class imbalance case. This section further considers an extreme data class imbalance among
the participant clients to train an FL model. The data classes were allocated without an intersection
between any two clients. The experiment was configured with five clients, with each client being
responsible for training the first four layers of VGG16. The data classes in CIFAR-10 were equally
allocated to these five clients, in which classes 0 and 1 were allocated to Client 1; classes 2 and 3 were
allocated to Client 2; classes 4 and 5 were allocated to Client 3; classes 6 and 7 were allocated to Client
4; and classes 8 and 9 were allocated to Client 5.

Fig. 8 shows the experimental results for the extreme class imbalance case. In terms of the best
accuracy, FedFC outperformed SFLv1 and SFLv2 by up to 6.89% and 10.63%, respectively. FedFC
also enhanced the test accuracy by 5.88% when compared to FL. Table 5 shows the best accuracy
and convergence time for achieving 60% test accuracy for each method. The results show that SFLv2
cannot reach the desired 60% accuracy within 200 training rounds. On the contrary, FedFC only spent
62 rounds to achieve the specified test accuracy, saving 55.39% and 59.47% of the convergence time
compared to FL and SFLv1, respectively.

FedFC outperformed the others because the proposed approach adopted a feature concatenate
method for the heterogeneous clients to retain a better test accuracy with a shorter convergence time.
By contrast, SFLv1 averaged the gradients of all the server-side models before updating the model
parameters. In this case, the gradient calculations were more fitting to the training data of the client
itself, such that the bias value of the model update was increased. SFLv2 dramatically suffered from
catastrophic forgetting in the extreme class imbalance case. More local epochs were training in FL;
hence, the client-side model will head toward only identifying the data classes residing at the client.
The test accuracy also dramatically decreased in the extreme class imbalance case.
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Figure 8: Method comparisons of the extreme class imbalance

Table 5: Best accuracy and convergence time for method comparisons of the extreme class imbalance

Best accuracy Convergence time (60%)

FL 64.24% 139 rounds
SFLv1 (4 conv) 63.23% 153 rounds
SFLv2 (4 conv) 59.49% -
FedFC (4 conv) 70.12% 62 rounds

4.4 Training Time Evaluations

This experiment considered four clients with different computing capabilities of CPU i7-8700,
GPU 1080, GPU 1660ti, and GPU 2080ti to evaluate the performance in a more practical environment.
Client 1 equipped with CPU i7-8700 was assigned with the second layer for the client-side model
training. Client 2 equipped with GPU 1080 was responsible for the fourth layer. Client 3 with GPU
1660ti was responsible for the seventh layer. Lastly, Client 4 equipped with GPU 2080ti was responsible
for the 10th layer. The model was trained for 200 rounds. The local epoch was set to five for each round.
The data distribution was allocated as class imbalance. The SFL approached were not comparable in
this experiment because the released codes were only targeted to the simulation on a single machine,
rather than a real deployment on multiple machines. Therefore, this experiment compared only FL,
FedFC, and FedFC-mixed layer. FedFC was split at the fourth layer for each client-side model. The
FedFC-mixed layer considered the mixed layers of (2, 4, 7, 10).

Fig. 9 shows the practical results of the realistic training time in seconds. The best accuracies of
FedFC and FedFC-mixed layer were found as 76.6% and 77.47%, respectively, whereas that of FL was
only 70.47%. The results illustrate that the proposed FedFC approaches outperformed FL by up to 7%
when the computing capabilities of the participant clients were heterogeneous. For FL, each client must
train an entire model, and the server must wait until all clients have uploaded the model parameters
before the aggregation. In this practical training, the client equipped with the CPU-only resource spent
the longest time training the model when compared to other clients with GPU resources. Regarding
the convergence time for achieving 75% test accuracy, FL failed to converge the model within the
training time of 120,000 s. By contrast, FedFC and FedFC-mixed layer trained the server-side model
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by concatenating the smashed data uploaded from the clients. The server-side model can learn all client
features and reduce the computation cost of the client-side model by splitting the entire model. The
FedFC-mixed layer performed better than FedFC because each client provided empirical features for
the different layers of the client-side model. The server-side model can learn not only the smashed
data from the current client, but also other feature information learned from the previous layers of the
other clients. Consequently, the specific features learned in the deeper layer of the server-side model
were clearer when identifying the data classes. Therefore, FedFC can accelerate the convergence speed
while improving the test accuracy for the heterogeneous computing in FL.

Figure 9: Training time of the heterogeneous clients with CIFAR-10

5 Conclusion

In federated learning, the client with limited computing resources may prolong the convergence
time for model training. The model may not even finish due to being out-of-memory on the constrained
client. This study proposed the FedFC method for heterogeneous clients in FL by using the split
model. The participant client took a few model layers for training on the client-side. The other model
layers were offloaded to the server for the remaining training. This study not only investigated the
impact of different cutting layers in FedFC, but also introduced a mixed layer approach for FL among
heterogeneous clients. Beneficial from the split model and the feature concatenate methods, the specific
features learned in the deeper layer of the server-side model were more identical for the data class
classification. Therefore, FedFC can reduce the computation loading for the constrained client and
accelerate the convergence speed. The experiment results showed that FedFC showed an improved
best accuracy of approximately 1% and 2.6% when compared to SFLv1 and SFLv2, respectively,
when the data volume distribution was unbalanced among the participant clients. The convergence
time of FedFC was also shortened better compared to that of SFLv1 when achieving the specified test
accuracy of 85%. In the case of a class unbalanced distribution, FedFC improved its best accuracy
by up to 3% and 14.5% compared to SFLv1 and SFLv2, respectively. Moreover, in the extreme class
imbalance experiment, it outperformed the best accuracies of FL, SFLv1, and SFLv2 by 5.88%, 6.89%,
and 10.63%, respectively.

In conclusion, the proposed approach is suitable for heterogeneous clients in FL because it
shortens the convergence time and improves the test accuracy. The co-adapted features play a critical
role in the adequate classification of the deep learning model. The client with powerful computing
resources may take half of the model layers, while the constrained client should consider fewer layers
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based on the capability of its local resources. An interesting topic for future research would be how
to determine the minimum required layers for a client according to the capability of its computing
resources, dataset data distributions, and its network connectivity. The limitation of the current FedFC
is the resource consumption of server resources suitable for the linear model [48] in deep training. How
to adapt FedFC with varied training loads and dynamically allocate the memory for the DNN in FL
are also interesting topics for future works. The privacy issue of the smashed data in secure federated
learning [49–51] remains an open topic for research directions.

Funding Statement: This work is financially supported by the National Science and Technology
Council (NSTC) of Taiwan under Grants 108-2218-E-033-008-MY3, 110-2634-F-A49-005, 111-2221-
E-033-033, and the Veterans General Hospitals and University System of Taiwan Joint Research
Program under Grant VGHUST111-G6-5-1.

Conflicts of Interest: The authors declare that they have no conflicts of interest to report regarding the
present study.

References
[1] Z. Zhou, X. Chen, E. Li, L. Zeng, K. Luo et al., “Edge intelligence: Paving the last mile of artificial

intelligence with edge computing,” in Proc. of the IEEE, vol. 107, no. 8, pp. 1738–1762, 2019.
[2] B. Qian, J. Su, Z. Wen, D. N. Jha, Y. Li et al., “Orchestrating the development lifecycle of machine learning-

based IoT applications: A taxonomy and survey,” ACM Computing Surveys, vol. 53, no. 4, pp. 1–47, 2020.
[3] H. Zhao, B. Yang, L. Cao and H. Li, “Data-driven enhancement of blurry retinal images via generative

adversarial networks,” in Int. Conf. on Medical Image Computing and Computer-Assisted Intervention,
Shenzhen, China, pp. 75–83, 2019.

[4] K. Clark, B. Vendt, K. Smith, J. Freymann, J. Kirby et al., “The cancer imaging archive (TCIA):
Maintaining and operating a public information repository,” Journal of Digital Imaging, vol. 26, no. 6,
pp. 1045–1057, 2013.

[5] V. Tresp, J. M. Overhage, M. Bundschus, S. Rabizadeh, P. A. Fasching et al., “Going digital: A survey
on digitalization and large-scale data analytics in healthcare,” in Proc. of the IEEE, vol. 104, no. 11, pp.
2180–2206, 2016.

[6] B. Yan, J. Wang, J. Cheng, Y. Zhou, Y. Zhang et al., “Experiments of federated learning for COVID-19
chest x-ray images,” in Int. Conf. on Artificial Intelligence and Security, Dublin, Ireland, pp. 41–53, 2021.

[7] I. Feki, S. Ammar, Y. Kessentini and K. Muhammad, “Federated learning for COVID-19 screening from
chest x-ray images,” Applied Soft Computing, vol. 106, pp. 1–9, 2021.

[8] J. Verbraeken, M. Wolting, J. Katzy, J. Kloppenburg, T. Verbelen et al., “A survey on distributed machine
learning,” ACM Computing Surveys, vol. 53, no. 2, pp. 1–33, 2020.

[9] C. Tankard, “What the GDPR means for businesses,” Network Security, vol. 2016, no. 6, pp. 5–8, 2016.
[10] J. K. O’herrin, N. Fost and K. A. Kudsk, “Health insurance portability accountability act (HIPAA)

regulations: Effect on medical record research,” Annals of Surgery, vol. 239, no. 6, pp. 772–778, 2004.
[11] K. Bonawitz, H. Eichner, W. Grieskamp, D. Huba, A. Ingerman et al., “Towards federated learning at

scale: System design,” in Proc. of the 2nd Machine Learning and Systems, Stanford, CA, USA, pp. 374–388,
2019.

[12] B. McMahan, E. Moore, D. Ramage, S. Hampson and B. A. y Arcas, “Communication-efficient learning
of deep networks from decentralized data,” in Proc. of the 20th Int. Conf. on Artificial Intelligence and
Statistics, Fort Lauderdale, Florida, USA, pp. 1273–1282, 2017.

[13] C. Thapa, M. A. P. Chamikara and S. A. Camtepe, “Advancements of federated learning towards privacy
preservation: From federated learning to split learning,” Federated Learning Systems, vol. 965, pp. 79–109,
2021.



370 CMC, 2023, vol.75, no.1

[14] P. Vepakomma, O. Gupta, T. Swedish and R. Raskar, “Split learning for health: Distributed deep
learning without sharing raw patient data,” arXiv:1812.00564, pp. 1–7, 2018. [Online]. Available: https://
doi.org/10.48550/arXiv.1812.00564.

[15] D. -J. Han, H. I. Bhatti, J. Lee and J. Moon, “Accelerating federated learning with split learning on
locally generated losses,” in Int. Workshop on Federated Learning for User Privacy and Data Confidentiality,
Vienna, Austria, pp. 1–12, 2021.

[16] C. He, M. Annavaram and S. Avestimehr, “Group knowledge transfer: Federated learning of large CNNs
at the edge,” in The 34th Conf. on Neural Information Processing Systems, Vancouver, BC, Canada, pp.
14068–14080, 2020.

[17] S. Pal, M. Uniyal, J. Park, P. Vepakomma, R. Raskar et al., “Server-side local gradient averaging and
learning rate acceleration for scalable split learning,” in Int. Workshop on Trustable, Verifiable and Auditable
Federated Learning, Vancouver, BC, Canada, pp. 1–9, 2022.

[18] C. Thapa, P. C. M. Arachchige, S. Camtepe and L. Sun, “Splitfed: When federated learning meets split
learning,” in Proc. of the AAAI Conf. on Artificial Intelligence, vol. 36, no. 8, pp. 8485–8493, 2022.

[19] Q. Yang, Y. Liu, T. Chen and Y. Tong, “Federated machine learning: Concept and applications,” ACM
Transactions on Intelligent Systems and Technology, vol. 10, no. 2, pp. 1–19, 2019.

[20] T. Li, A. K. Sahu, A. Talwalkar and V. Smith, “Federated learning: Challenges, methods, and future
directions,” IEEE Signal Processing Magazine, vol. 37, no. 3, pp. 50–60, 2020.

[21] O. A. Wahab, A. Mourad, H. Otrok and T. Taleb, “Federated machine learning: Survey, multi-level
classification, desirable criteria and future directions in communication and networking systems,” IEEE
Communications Surveys & Tutorials, vol. 23, no. 2, pp. 1342–1397, 2021.

[22] C. Xu, Y. Qu, Y. Xiang and L. Gao, “Asynchronous federated learning on heterogeneous devices: A survey,”
arXiv:2109.04269, 2021. [Online]. Available: https://doi.org/10.48550/arXiv.2109.04269.

[23] T. Yang, G. Andrew, H. Eichner, H. Sun, W. Li et al., “Applied federated learning: Improving
google keyboard query suggestions,” arXiv:1812.02903, 2018. [Online]. Available: https://doi.org/10.48550/
arXiv.1812.02903.

[24] S. Ramaswamy, R. Mathews, K. Rao and F. Beaufays, “Federated learning for emoji prediction in a mobile
keyboard,” arXiv:1906.04329, 2019. [Online]. Available: https://doi.org/10.48550/arXiv.1906.04329.

[25] A. Hard, K. Rao, R. Mathews, S. Ramaswamy, F. Beaufays et al., “Federated learning for mobile keyboard
prediction,” arXiv:1811.03604, 2018. [Online]. Available: https://doi.org/10.48550/arXiv.1811.03604.

[26] Y. Chen, Y. Ning, M. Slawski and H. Rangwala, “Asynchronous online federated learning for edge devices
with non-iid data,” in IEEE Int. Conf. on Big Data, Atlanta, GA, USA, pp. 15–24, 2020.

[27] S. Dhakal, S. Prakash, Y. Yona, S. Talwar and N. Himayat, “Coded federated learning,” in IEEE Globecom
Workshops, Waikoloa, HI, USA, pp. 1–6, 2019.

[28] L. Li, H. Xiong, Z. Guo, J. Wang and C. -Z. Xu, “Smartpc: Hierarchical pace control in real-time federated
learning system,” in IEEE Real-Time Systems Symp., Hong Kong, China, pp. 406–418, 2019.

[29] C. Xie, S. Koyejo and I. Gupta, “Asynchronous federated optimization,” arXiv:1903.03934, 2020. [Online].
Available: https://arxiv.org/abs/1903.03934.

[30] T. Nishio and R. Yonetani, “Client selection for federated learning with heterogeneous resources in mobile
edge,” in IEEE Int. Conf. on Communications, Shanghai, China, pp. 1–7, 2019.

[31] Z. Chai, A. Ali, S. Zawad, S. Truex, A. Anwar et al., “Tifl: A tier-based federated learning system,” in Int.
Symp. on High-Performance Parallel and Distributed Computing, Stockholm, Sweden, pp. 125–136, 2020.

[32] Z. Chai, Y. Chen, A. Anwar, L. Zhao, Y. Cheng et al., “Fedat: A high-performance and communication-
efficient federated learning system with asynchronous tiers,” in Proc. of the Int. Conf. for High Performance
Computing, Networking, Storage and Analysis, St. Louis, Missouri, USA, pp. 1–16, 2021.

[33] Z. Xu, F. Yu, J. Xiong and X. Chen, “Helios: Heterogeneity-aware federated learning with dynamically
balanced collaboration,” in ACM/IEEE Design Automation Conf., San Francisco, CA, USA, pp. 997–1002,
2021.

[34] O. Gupta and R. Raskar, “Distributed learning of deep neural network over multiple agents,” Journal of
Network and Computer Applications, vol. 116, pp. 1–8, 2018.

https://doi.org/10.48550/arXiv.1812.00564
https://doi.org/10.48550/arXiv.1812.00564
https://doi.org/10.48550/arXiv.2109.04269
https://doi.org/10.48550/arXiv.1812.02903
https://doi.org/10.48550/arXiv.1812.02903
https://doi.org/10.48550/arXiv.1906.04329
https://doi.org/10.48550/arXiv.1811.03604
https://arxiv.org/abs/1903.03934


CMC, 2023, vol.75, no.1 371

[35] S. Oh, J. Park, P. Vepakomma, S. Baek, R. Raskar et al., “Locfedmix-sl: Localize, federate, and mix for
improved scalability, convergence, and latency in split learning,” in Proc. of the ACM Web Conf., Lyon,
France, pp. 3347–3357, 2022.

[36] W. Wu, M. Li, K. Qu, C. Zhou, W. Zhuang et al., “Split learning over wireless networks: Parallel
design and resource management,” arXiv:2204.08119, 2022. [Online]. Available: https://doi.org/10.48550/
arXiv.2204.08119.

[37] J. Jeon and J. Kim, “Privacy-sensitive parallel split learning,” in Int. Conf. on Information Networking,
Barcelona, Spain, pp. 7–9, 2020.

[38] M. Zhang, L. Qu, P. Singh, J. Kalpathy-Cramer and D. L. Rubin, “Splitavg: A heterogeneity-aware
federated deep learning method for medical imaging,” IEEE Journal of Biomedical and Health Informatics,
vol. 26, no. 9, pp. 4635–4644, 2022.

[39] K. Chang, N. Balachandar, C. Lam, D. Yi, J. Brown et al., “Distributed deep learning networks among
institutions for medical imaging,” Journal of the American Medical Informatics Association, vol. 25, no. 8,
pp. 945–954, 2018.

[40] K. He, X. Zhang, S. Ren and J. Sun, “Deep residual learning for image recognition,” in Proc. of the IEEE
Conf. on Computer Vision and Pattern Recognition, Las Vegas, NV, USA, pp. 770–778, 2016.

[41] G. Hinton, O. Vinyals and J. Dean, “Distilling the knowledge in a neural network,” in NIPS Deep Learning
Workshop, Montreal, Canada, pp. 1–9, 2014.

[42] D. Wu, R. Ullah, P. Harvey, P. Kilpatrick, I. Spence et al., “Fedadapt: Adaptive offloading for IoT devices
in federated learning,” IEEE Internet of Things Journal, vol. 9, no. 21, pp. 20889–20901, 2022.

[43] P. Joshi, C. Thapa, S. Camtepe, M. Hasanuzzamana, T. Scully et al., “Splitfed learning without client-side
synchronization: Analyzing client-side split network portion size to overall performance,” in Collaborative
European Research Conf., Cork, Ireland, pp. 1–7, 2021.

[44] O. Ronneberger, P. Fischer and T. Brox, “U-net: Convolutional networks for biomedical image segmenta-
tion,” in Int. Conf. on Medical Image Computing and Computer-Assisted Intervention, Munich, Germany,
pp. 234–241, 2015.

[45] K. Simonyan and A. Zisserman, “Very deep convolutional networks for large-scale image recognition,” in
Int. Conf. on Learning Representations, San Diego, CA, USA, pp. 1–14, 2015.

[46] J. Yosinski, J. Clune, Y. Bengio and H. Lipson, “How transferable are features in deep neural networks?,”
in Int. Conf. on Neural Information Processing Systems, Montreal, Canada, pp. 3320–3328, 2014.

[47] M. J. Sheller, B. Edwards, G. A. Reina, J. Martin, S. Pati et al., “Federated learning in medicine: Facilitating
multi-institutional collaborations without sharing patient data,” Scientific Reports, vol. 10, no. 1, pp. 1–12,
2020.

[48] L. Wang, J. Ye, Y. Zhao, W. Wu, A. Li et al., “SuperNeurons: Dynamic GPU memory management for
training deep neural networks,” in Symp. on Principles and Practice of Parallel Programming, Vienna,
Austria, pp. 41–53, 2018.

[49] C. Dwork and A. Roth, “The algorithmic foundations of differential privacy,” Foundations and Trends in
Theoretical Computer Science, vol. 9, no. 3–4, pp. 211–407, 2014.

[50] P. Kairouz, H. B. McMahan, B. Avent, A. Bellet and M. Bennis, “Advances and open problems in federated
learning,” Foundations and Trends in Machine Learning, vol. 14, no. 1–2, pp. 1–210, 2021.

[51] K. Zhang, X. Song, C. Zhang and S. Yu, “Challenges and future directions of secure federated learning: A
survey,” Frontiers of Computer Science, vol. 16, no. 5, pp. 1–8, 2022.

https://doi.org/10.48550/arXiv.2204.08119
https://doi.org/10.48550/arXiv.2204.08119

	Federated Feature Concatenate Method for Heterogeneous Computing in Federated Learning
	1 Introduction
	2 Background and Related Works
	3 Federated Feature Concatenate
	4 Performance Evaluations
	5 Conclusion



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [300 300]
  /PageSize [612.000 792.000]
>> setpagedevice


