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Abstract: This paper proposes a method for detecting a helmet for the
safety of workers from risk factors and a mask worn indoors and verifying a
worker’s identity while wearing a helmet and mask for security. The proposed
method consists of a part for detecting the worker’s helmet and mask and a
part for verifying the worker’s identity. An algorithm for helmet and mask
detection is generated by transfer learning of Yolov5’s s-model and m-model.
Both models are trained by changing the learning rate, batch size, and epoch.
The model with the best performance is selected as the model for detecting
masks and helmets. At a learning rate of 0.001, a batch size of 32, and an
epoch of 200, the s-model showed the best performance with a mAP of
0.954, and this was selected as an optimal model. The worker’s identification
algorithm consists of a facial feature extraction part and a classifier part
for the worker’s identification. The algorithm for facial feature extraction is
generated by transfer learning of Facenet, and SVM is used as the classifier for
identification. The proposed method makes trained models using two datasets,
a masked face dataset with only a masked face, and a mixed face dataset
with both a masked face and an unmasked face. And the model with the best
performance among the trained models was selected as the optimal model for
identification when using a mask. As a result of the experiment, the model by
transfer learning of Facenet and SVM using a mixed face dataset showed the
best performance. When the optimal model was tested with a mixed dataset,
it showed an accuracy of 95.4%. Also, the proposed model was evaluated as
data from 500 images of taking 10 people with a mobile phone. The results
showed that the helmet and mask were detected well and identification was
also good.
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1 Introduction

In today’s large-scale construction/manufacturing and other complexes, diverse, and unsafe
industrial sites, workers’ activities are always exposed to many risks anytime, anywhere. Therefore,
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there are more risk factors than in other industries, so the frequency of accidents is high, and it is
stipulated that personal protective equipment (PPE) that protects the body of workers from hazardous
factors must be worn [1]. One of the most common safety accidents in industrial sites is accidents
caused by not wearing personal protective equipment such as safety helmets, safety rings, and safety
boots. According to an analysis of the types of accidents at industrial sites in Korea, 37.3% of the total
deaths occurred without wearing a helmet [2]. Therefore, if a safety helmet is worn when entering an
industrial site, it is possible to reduce accidents by protecting the worker’s head safely [3]. However,
in the actual field, there are many cases where it is not worn or worn properly for reasons such as
stuffiness and inconvenience. Currently, the system for accident prevention in industrial sites is being
implemented as a video monitoring control system using CCTV to understand the work situation of
workers in real-time. It is a method that is controlled by the human eye through the video information
collected from CCTVs installed in major places or that responds by detecting an abnormality set in
advance.

These CCTV monitoring systems and safety management systems have a problem in that they are
not suitable for prevention due to the limitations of human control capabilities (decreased reliability
due to detection errors). Therefore, smart safety management with cutting-edge technology that can
immediately identify the situation of workers in the industrial site in real-time and manage them
is required. In order to solve this problem, methods for automatically detecting the helmets of
construction workers have been studied based on image data obtained from camera devices such as
CCTVs in the workplace. Recently, with the development of deep learning technology, an automation
method for preventing worker accidents by image recognition technology using deep learning is being
actively studied. In a study regarding personal protective equipment detection, faster regions with
convolutional neural networks features (faster R-CNN) [4] algorithm for the identification of wearing
safety equipment in the construction safety field was applied to detect workers and equipment at the
construction site to predict the possibility of collision [5].

A region-based object detection and classification algorithm based on a convolutional neural
network (CNN) is a study to improve the safety of construction site workers by establishing an effective
automatic safety helmet detection system using an object detection and classification algorithm based
on construction site image data. Region-based fully convolutional networks (R-FCN) [6] were applied
and were performed using the transfer learning technique [7]. Faster R-CNN and R-FCN are object
recognition algorithms, which are two-step networks consisting of local proposal generation and
proposal classification processes. The two-step object recognition algorithm has good object detection
performance but is not suitable for real-time processing because of its slow speed. Among the object
detection networks, the one-step network, which directly predicts the object bounding box and its
class, has a lower detection rate than the two-step network but has a faster processing speed. As
representative models of a one-step network include, we can take the examples as You Only Look
Once (YOLO) [8] and Single Shot Multibox Detector (SSD) [9]. Because YOLO has a faster prediction
speed as compared to other object detection algorithms and it is being used in various real-time
object detection applications as well. However, there are some disadvantages which are, the prediction
performance of objects being poor and small objects are not detected well. YOLOv5 [10] is a recently
announced algorithm that can detect even small objects at high speed and is classified into four
models: s, m, l, and x according to speed and performance. In this study, the s-model and m-model,
which are fast among the four models, are transfer-learned for real-time processing. The two models
change the learning rate, batch size, epoch, etc., and several models are created, and each model’s
performance is measured with mean average precision (mAP). The best model is selected by comparing
the performance of each model. Currently, COVID-19 is prevalent around the world, and wearing
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a mask for prevention has become an important part of our lives. Wearing a mask indoors is an
important factor to prevent from virus infection, so the mask on a face is detected when entering
the workplace. The mask detection model is trained and evaluated at the same time as the helmet
when generating the helmet detection model to select an optimal model.

Before the worker enters the workplace, the identification of the worker must be simultaneously
confirmed for security, along with the confirmation of wearing personal protective equipment for
personal safety. Current identity recognition systems are based on the face recognition method.
Facial recognition systems based on deep learning have demonstrated excellent accuracy [11–13]. The
accuracy of these systems depends on the characteristics of the available training images, and the
existing systems learn important facial features such as eyes, nose, lips, face edges, etc. When learning
facial features, face occlusion with glasses, masks, etc. becomes an obstacle to learning important facial
features and causes serious performance degradation in the identification system. Therefore, if we are
wearing a mask with the existing face recognition system, we have to take it off when verifying our
identity. This not only makes the authentication process cumbersome for users but also increases the
risk of virus transmission. Therefore, it is necessary to develop a system that allows identification even
when wearing a mask. In this paper, we propose a system that can confirm identity while wearing
a mask. The algorithm for extracting facial features while wearing a mask is generated by transfer
learning of Facenet using a masked face dataset containing only masked faces and a mixed face
dataset containing both masked and unmasked faces. The optimal model is selected by comparing
the performance of the two models generated by the two datasets. For worker identification, the SVM
classifier [14] is trained by applying the dataset from which the Facenet was trained and tested.

Therefore, in this paper, a system that can detect a helmet and mask and confirm workers’ identities
by face recognition before they enter the workplace is proposed. The proposed system combines the
confirmation of compliance with the wearing of a safety helmet and mask and the confirmation of
workers’ identity in real-time. The paper is organized as follows: Section 2 describes the related work
on which this study is based. Section 3 explains the proposed method and analyzes the experimental
results. Section 4 summarizes the proposed method and performance.

2 Related Work
2.1 YOLOv5

The YOLO algorithm [8] is one of the deep learning algorithms for object detection. As compared
to other deep learning-based object detection algorithms, YOLO shows fast processing speed and
YOLOv5 [10] is a recently announced algorithm, and the backbone, which plays a role in extracting
important features from the input image, improves the learning ability by combining BottleNeck [15]
and cross stage partial network (CSPNet) as well [16]. There are four types of backbones of YOLOv5
scuh as Yolov5s (small), Yolov5m (medium), Yolov5l (large), and Yolov5x (xlarge). All four models
of YOLOv5 have the same backbone and head but are divided according to the model depth multiple
and the number of channels per layer (layer channel multiple).

The neck of the model that mixes the functions formed in the backbone uses the path aggregation
network (PA-Net) [17] feature pyramid method. The model head that performs object detection
follows the structure of the existing YOLOv4 [18] model. Fig. 1 shows the performance comparison
results of s, m, l, x of YOLOv5 and EfficientDet [19], which has excellent performance among
object detection algorithms, using the COCO dataset [20]. The four models of YOLOv5 have better
performance than EfficientDet. As the characteristics of these models, the s-model is the fastest but
has poor accuracy, and the x-model is the slowest but has improved accuracy.



1674 CMC, 2023, vol.75, no.1

Figure 1: Performance of Yolov5

2.2 Face Recognition

Face recognition is a technology studied to identify people and is largely performed as face
recognition or verification. Face verification is a 1:1 verification problem that determines whether
two face images coming in as inputs are the same person. Face identification can be viewed as a 1:N
problem in which one input face image corresponds to which of the N people registered in advance.
Fig. 2 shows the flow of the face recognition system.

Figure 2: Flow of face recognition system

In the face recognition technology, features such as histogram of oriented gradient (HOG) [21],
local binary pattern (LBP) [22], and Gabor [23], which were the main hand-crafted features in the
face recognition field, have all been changed to deep learning-based features, and the face detection
method has also been changed to a deep learning-based method, which improves the performance
that was not possible. Face recognition can be divided into face region extraction, feature extraction
from a face region, and recognition or verification through matching. The face recognition system
receives multiple face images in advance to be trained and identifies the user by inputting images for
user identification into the trained model. Face detection is to detect a face region from an input image,
and the representative algorithm is multitask cascaded convolutional networks (MTCNN) [24], which
passes through three CNNs, P-net, R-net, and O-net in turn. Facenet is a feature extractor that extracts
facial features from detected face images as input. Facenet extracts feature from a face image and create
a 128-element vector (face embedding vector) and verifies the identity using the distance between these
embedding vectors or uses the embedded vector as an input to the classifier to verify the identity.

2.3 SVM

A support vector machine (SVM) is one of the fields of machine learning and is a supervised
learning model for pattern recognition and data analysis, and is mainly used for classification and
regression analysis. With a set of data belonging to either of the two categories, the SVM algorithm
creates a non-stochastic binary linear classification model that determines which category the new
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data belongs to based on the given dataset. The classification model is expressed as a boundary in
the space where the data is mapped, and the SVM algorithm is an algorithm that finds the boundary
with the largest width. This separation boundary is also called a decision boundary which is a straight
line in two dimensions. A decision boundary is a plane that cannot be visualized and has more than
two dimensions which are called a hyperplane. The distance between the decision boundary and the
support vector is called the margin, and the data that affect the decision of the margin are called
support vectors. The optimal decision boundary of the support vector is the boundary that maximizes
the margin. SVM shows good performance among classification algorithms as well. The margin data
of SVM is shown in Fig. 3.

Figure 3: Support vector, margin, hyperplane of SVM

3 The Proposed Method

In this study, we implement a system that detects safety helmets and masks of the person and
checks the his or her identity. For the detection of safety helmets and masks, Yolov5’s s-model and m-
model are transfer-learned, and their performance is evaluated to select the optimal model for object
detection. The model of facial feature extraction for identification was derived by transfer learning
of Facenet by inputting masked faces and mixed faces (masked faces + unmasked faces). The SVM
classifier was trained using the embedded facial features for worker identification. Fig. 4 shows the
system structure of the proposed method. The experiment was conducted in the environment shown
in Table 1 on Ubuntu 16.04.7 LTS environment.

Figure 4: The system structure of the proposed method
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Table 1: Test environments

OS Ubuntu 18.04.5 LTS
GPU Tesla V100-SXM216 core Intel (R)
CPU Xeon (R) Gold 5120 CPU @ 2.20 GHz
RAM 177 GB
CUDA 10.1
cuDNN 7.6.0
Software python/pytorch

YOLOv5/Facenet

3.1 Safety Helmet/Mask Detection Experiment and Result Analysis

The safety helmet and mask detection models are trained by Kaggle’s face mask dataset [25],
Kaggle’s PPE dataset [26], and data collected from the web. The data collected from the web were
labeled as helmet/mask/head using a labeling tool [27]. The data used in this work are 5500 training
data, 1500 validation data, and 1000 test data that gives total data of 8000.

In this study, in order to generate a model with optimal safety helmet/mask detection performance,
mAP is obtained by changing the learning rate, batch size, and epoch, and the model with the best
performance of the mAP is selected as the safety helmet/mask detection model. The learning rates
were 0.01 and 0.001, the batch sizes were 16, 32, 64, and 128, and the epochs were 100, 200, and 500.
Among the yolov5 models, the results were analyzed for the s-model and the m-model in consideration
of the speed and performance for real-time processing.

Fig. 5 shows the experimental results of the Yolov5s model, and Fig. 6 shows the experimental
results of the Yolov5m model. In Figs. 5 and 6, (a) is the case of IoU @0.5 and (b) is the case of IoU
@0.5:0.95. In the s-model, at IOU @0.5, the results of the learning rate of 0.001 and batch sizes of 32
and 200 epochs were mAP of 0.954, which was the best, and in the m-model, the results of the learning
rate of 0.001, 500 epochs, and the 64 batch size was mAP of 0.952, which was the best. In the case of
IOU @0.5:0.95, the performance of the s-model was the best with a learning rate of 0.001 and a batch
size of 32 and 200 epochs, mAP of 0.651. The performance of the m-model, at the learning rate of
0.001 and the batch size of 64 and 500 epochs, was the best with mAP of 0.651. In the results, there
is no significant difference in the mAP results of the m model and the s model, but considering the
speed, the s-model is selected as the optimal mode1. Also, among the results of @0.5 and @0.5:0.95,
the optimal model is determined based on @0.5. Therefore, the s-model with a learning rate of 0.001, a
batch size of 32, and an epoch of 200 based on @0.5 are selected as the optimal model. The determined
model is shown in Fig. 7 which is the result of detecting the safety helmet/mask/head (head without
both helmet and mask).

Fig. 7 shows that it detects well safety helmet/mask in a single image and multiple images. In
addition, it detects safety helmets/masks well even in small-size images.

To verify the speed and the detection performance of the selected model, a mAP and an fps of
YOLOv5s model and Yolov4 were measured at 200 epochs and @0.5. Table 2 shows that Yolov4 has
0.001 higher mAP than Yolov5s model, but there is a large difference in fps. Considering the speed
and performance, the Yolov5s model is the best choice.
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Figure 5: mAP according to learning rate, batch size, and epoch (Yolov5s model)

Figure 6: mAP according to learning rate, batch size, and epoch (Yolov5m model)

Figure 7: Safety helmet/mask/head detection result
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Table 2: mAP and fps of Yolov4 and Yolov5-s model

Model Size mAP fps

Yolov4 512 0.944 95.7
Yolov5s 640 0.943 104.2

3.2 Identity Verification Experiment and Result Analysis
3.2.1 Implementation of Dataset and Model

In this paper, facial features are generated using Facenet among models for face recognition, and
the identity of the worker is verified using the SVM classifier. The dataset is a masked face dataset
[28] and a mixed dataset composed of a mixture of masked face [28] plus unmasked face [29], and the
performance of models are compared after training two models using two datasets.

The masked face dataset in [28] was made by a tool call MaskTheFace [30] to simulate masked
facial images based on some famous face image datasets. MaskTheFace is a computer vision-based
tool to mask faces in images. It uses a dlib based face landmarks detector to identify the face tilt and six
key features of the face necessary for applying a mask. Based on the face tilt, the corresponding mask
template is selected from the library of the mask. The template mask is then transformed based on the
six key features to fit perfectly on the face. In [28], several different masks are chosen such as green
surgical mask (#44b4a8), blue surgical mask (#1ca0f4), white N95 mask (#FFFFFF), white KN-95
mask, and black cloth mask (#000000). The masked face creation procedure by the tool is shown in
Fig. 8.

Figure 8: Masked face creation procedure by tool

In this paper, we used the LFW (eval plus test) dataset among the various datasets in [28] as a
masked face dataset. Some of these data were chosen to compose the training data and to measure
the performance of the trained model, data that did not overlap with the training data was selected
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to compose the test data. The masked face dataset consists of 7800 data and 446 classes. Fig. 9 is an
example of a masked face dataset.

Figure 9: Examples of masked-face dataset

The mixed face dataset is made from the masked face dataset in [28] and the unmasked LFW face
dataset in [29]. At this time, masked face data and unmasked face data are extracted at the same rate.
The mixed face dataset has 446 classes and 9850 data. Fig. 10 is an example of a mixed face dataset.

Figure 10: Examples of mixed face dataset

Facial feature extraction uses models trained by learning Facenet using a masked face dataset
and a mixed face dataset. 20% of the entire training dataset is used as the validation dataset, and the
facial feature extraction model is created by changing the learning rate, batch size, and epoch. Two
models with good performance are selected from the model created with the masked face dataset and
the model created with the mixed face dataset, respectively, and the performance of the models is
evaluated with the test dataset. For each model, the test is performed as a masked face dataset and a
mixed face dataset. Among the test results, we selected two models with good performance.

The worker’s identity verification models also are created by learning the SVM classifier with
the masked face dataset and the mixed face dataset. The SVM classifier is trained by changing the
learning rate, batch size, and epoch using the same dataset as when learning the Facenet. The input of
the classifier is the facial features generated by two selected models among the Facenet models. Among
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them, the model with the best performance is selected as the optimal model. Table 3 summarizes the
model-selecting process using the model and dataset.

Table 3: Model summary

Model Training data Test data

Facenet Masked face
dataset

Masked face dataset
Mixed face dataset

Mixed face
dataset

Masked face dataset
Mixed face dataset

Facenet+SVM Masked face
dataset

Masked face dataset
Mixed face dataset

Mixed face
dataset

Masked face dataset
Mixed face dataset

3.2.2 Test Results of Feature Extraction Model

The experiment of feature extraction model was performed at learning rates of 0.01 and 0.001, and
batch sizes of 16, 32, 64, and 128, epochs of 500, 1000, 1500, and 2000 and 20% of the total training
data was used as validation data.

Fig. 11 shows the accuracy of the validation data after learning the Facenet using the masked
face dataset and the mixed face dataset. In this paper, two models of the masked face dataset and
two models of the mixed face dataset were selected with good performance among the models. The
four selected models were evaluated using the test dataset, and two models with good performance are
selected among them and combined with the SVM model.

Figure 11: Accuracy according to learning rate, batch size, and epoch

Both models (the masked face dataset and the mixed face dataset) achieved the best results at
epochs of 2000, learning rate of 0.001, and batch sizes of 32 and 64 as shown in Fig. 11. In this paper,
we give new names to the four models as model1∼model4. Table 4 is a summary of the new names,
learning conditions, and accuracy for the four models.

The performance of the selected four models was evaluated with the test dataset. The test dataset
consists of a masked face dataset and a mixed face dataset, and the evaluation results are shown in
Table 5.
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Table 4: Summary of selected models from trained Facenet

Model name Training dataset Learning rate Epoch Batch size Accuracy

Model1 Masked face dataset 0.001 2000 32 0.959
Model2 Masked face dataset 0.001 2000 64 0.948
Model3 Mixed face dataset 0.001 2000 32 0.949
Model4 Mixed face dataset 0.001 2000 64 0.941

Table 5: Evaluation results of the four models

Model Test dataset

Masked face dataset Mixed face dataset

Model1 0.947 0.933
Model2 0.941 0.924
Model3 0.939 0.941
Model4 0.928 0.933

In Table 5, the results of model1 and model2 are the best for the masked face dataset, the results
of the mixed face dataset are the best for model3, and the results of model1 and model4 are the same.
We need a model that can identify both masked and unmasked faces, so we choose models with good
performance on the mixed dataset. Therefore, we have selected a model1 and model3.

3.2.3 Test Results of SVM Model

In this paper, we combine model1 and model3 selected in the previous section with the SVM
classifier, train the combined models with the masked face dataset and the mixed face dataset, and
then select the optimal model for identity recognition by evaluating the performance. During training,
model1 and model3 were not trained, and only the SVM classifier was trained with learning rates of
0.01 and 0.001, and batch sizes of 16, 32, and 64, epochs of 100, 200, 500 and 700. Accuracy was used
to evaluate the performance of each model.

Fig. 12 shows the performance of each model. In the Fig. 12, the four models show the best
performance at a learning rate of 0.001 and batch sizes of 32 and 200 epochs. Also, the SVM classifier
trained with the model3 and mixed face dataset showed the best performance with an accuracy of
0.975.

Among the four models, the model with the best performance was selected one by one. The
performance of the selected four models was evaluated with the test dataset. Table 6 shows the
evaluation results.
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Figure 12: Accuracy according to learning rate, batch size, and epoch



CMC, 2023, vol.75, no.1 1683

Table 6: Evaluation results of the four models

Model Test dataset

Masked face dataset Mixed face dataset

Model1+SVM by Masked face dataset 0.948 0.912
Model1+SVM by Mixed face dataset 0.911 0.929
Model3+SVM by Masked face dataset 0.942 0.938
Model3+SVM by Mixed face dataset 0.941 0.954

In Table 6, the SVM classifier-trained mixed face dataset with model3 shows the best performance
with an accuracy of 0.954 which is similar to the training results. Therefore, in this paper, the SVM
classifier trained the mixed face dataset with model3 is determined as the optimal model.

Fig. 13 is the results of identification using the selected model. Both the images with the mask and
the images without the mask were properly identified.

Figure 13: The results of identification using the selected model

3.3 Test of Overall System Combined with Safety Helmet/Mask Detection and Identification

The proposed system was evaluated as data composed of 500 photos by taking 50 photos of 10
people each with a mobile phone. Since the number of classification classes is different, only the SVM
classifier in the whole system is transfer-learned with the test dataset. Only 20% of the total data was
used for testing. Table 7 shows the results of Accuracy, Precision, Recall, and F1 score of the SVM
classifier of randomly extracted class from the test data.

The average values of accuracy, precision, and recall were found 0.98, 1.0, and 0.98 were
found respectively out of 100 images. Fig. 14 shows the results of safety helmet/mask detection and
identification using photos taken with a smartphone and the results shows that safety helmet/mask
detection is also good and identity is accurately identified.
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Table 7: Accuracy, Precision, Recall, and F1 score of the SVM classifier

Class no Accuracy Precision Recall F1 score

1 0.965 1.0 0.981 1.0
4 1.0 1.0 1.0 1.0
5 0.965 1.0 0.981 1.0
7 1.0 1.0 1.0 1.0
8 1.0 1.0 1.0 1.0

Figure 14: The results of safety helmet/mask detection and identification by images taken with a
smartphone

4 Conclusion

In this paper, a model for safety helmet/mask detection and a model for worker identification
is proposed and evaluated. The model for safety helmet and mask detection is generated by transfer
learning of Yolov5’s s-model and m-model. The two models were transfer-learned by changing the
learning rate, batch size, and epoch, and their performance was measured with mAP, and the model
with the best performance was selected as the optimal model. The learning rates were 0.01 and 0.001,
the batch sizes were 16, 32, 64, 128, and the epochs were 100, 200, and 500. Among the yolov5
models, the results were analyzed for the s-model and the m-model in consideration of the speed and
performance for real-time processing. At a learning rate of 0.001, a batch size of 32, and an epoch of
200, the s-model showed the best performance with a mAP of 0.95, and this was selected as the object
detection model.

The identification part of the worker was composed of a facial feature extraction part and a
classifier part for identification. Facial feature extraction is generated by transfer learning of Facenet,
and the classifier for identification uses the SVM classifier. The dataset uses a masked face dataset
containing only masked faces and then a mixed face dataset containing both masked and unmasked
faces. The optimal model is selected by comparing the performance of the models generated by the two
datasets. The combined model of Facenet and SVM classifier trained by the mixed face dataset showed
the best performance. When this model was tested on the mixed face dataset, it showed an accuracy
of 95.4%. The selected object detection model and identification model were tested with data from 10
people photographed with a smartphone. As a result, it was confirmed that safety helmets and masks
were detected well with confirmation of identification.
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This study shows good performance in detecting masks or helmets. However, protective equipment
is more diverse than helmets. Therefore, research on algorithms for detecting various protective devices
in the future can be conducted.
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