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Abstract: Image segmentation is crucial for various research areas. Many
computer vision applications depend on segmenting images to understand
the scene, such as autonomous driving, surveillance systems, robotics, and
medical imaging. With the recent advances in deep learning (DL) and its
confounding results in image segmentation, more attention has been drawn
to its use in medical image segmentation. This article introduces a survey
of the state-of-the-art deep convolution neural network (CNN) models and
mechanisms utilized in image segmentation. First, segmentation models are
categorized based on their model architecture and primary working principle.
Then, CNN categories are described, and various models are discussed within
each category. Compared with other existing surveys, several applications
with multiple architectural adaptations are discussed within each category.
A comparative summary is included to give the reader insights into utilized
architectures in different applications and datasets. This study focuses on
medical image segmentation applications, where the most widely used archi-
tectures are illustrated, and other promising models are suggested that have
proven their success in different domains. Finally, the present work discusses
current limitations and solutions along with future trends in the field.

Keywords: Deep learning; medical imaging; convolution neural network;
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1 Introduction

With the vast increase in applications that exploit the extracted knowledge from imaging, the
scene understanding field has recently gained vitality. Image segmentation is considered one of the
key methods utilized in scene understanding. Segmentation is the process of partitioning images
into multiple segments where each segment represents an object. Image segmentation is involved
in a variety of applications such as human-machine interaction, image search engines, autonomous
driving [1,2], surveillance systems [3,4], and medical image analysis [5,6]. It has two main types:
semantic segmentation (pixel-wise classification) and instance segmentation (object segmentation).
Semantic segmentation gives each pixel in the image a class label. In this case, the pixels of different
instances of the same object are given the same label. On the other hand, Instance segmentation is
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considered the next step of semantic segmentation, as it gives each pixel a class label and the ability to
differentiate between different instances of the same class. Various methods have been utilized in image
segmentation, such as thresholding, region growing, histogram-based methods, k-means clustering,
active contour, graph cuts, and random fields [7-12].

All the above methods are mainly based on image processing techniques. Although most of
these methods are simple to implement, they have multiple disadvantages. For example, thresholding
methods are sensitive to noise, affecting threshold selection. In histogram-based techniques, it is
difficult to identify the peaks and memory utilization increases in graph-cuts methods along with
the image size [13]. Additionally, most methods are computationally expensive. Recently, with DL
revolutionary results in various computer vision tasks, it has been introduced in image segmentation.
CNN surpasses the traditional methods by far in terms of accuracy and efficiency. CNN architectures
have achieved remarkable results and performance on popular benchmark datasets [14], such as
ImageNet [15], PascalVoc [16], and Microsoft COCO [17].

Medical image segmentation is crucial in diagnosing several diseases by automatically detecting
affected organs. It can also provide insights and metrics of tumor progression in the case of cancer
diseases. DL models have also been used in various applications in medical image segmentation,
such as tumor/lesion boundary extraction, tissue measurements, and anatomical segmentation [18,19].
For example, Khajuria et al. [18] developed an instance-based approach for lesion detection on lung
Computed Tomography (CT) scans to help in disease early detection. Hu et al. [20] performed multi-
organ segmentation that can help in surgery and therapy. Falk et al. [21] developed an architecture for
the cell segmentation task.

This article is designed to serve as an introductory review for readers interested in building
their knowledge of CNN applications in medical image segmentation. Opposed to existing surveys,
this survey covers the most recent literature in medical image segentation and discusses more than
thirty state-of-the-art CNN-based models utilized in this domain. Besides categorizing the surveyed
architectures according to their main technical contribution, the primary mechanism utilized in
each category has been thoroughly explained by illustrating figures. The advances of different CNN
architecture and their advantages are also depicted. Moreover, the article provides a comprehensive
review and insights into different aspects of various medical applications, including the training
data, the choice of network architectures, the evaluation metrics, and their essential contributions.
Furthermore, it presents a comparative summary of the surveyed methods’ performance, associated
categories, and the datasets utilized. Finally, a discussion of the current method limitations and future
trends and frontiers in the field is shown.

The rest of the paper is organized as follows: Section 2 covers an overview of a typical CNN and
its main building blocks. It also illustrates the most popular CNNs frequently used as a backbone for
image segmentation. Section 3 introduces various CNN models for image segmentation categorized
based on their basic technical methodology and components. It covers their applications in the medical
domain. Insights into different categories, pros, and cons are also introduced. Section 4 covers existing
challenges and limitations with current solutions, and Section 5 identifies future trends. Conclusions
are discussed in Section 6.
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2 Background and Overview of Convoluation Neural Networks
2.1 CNN Basic Building Blocks

Deep CNNs are widely used in image segmentation. A typical CNN model consists of the
following blocks: convolution layers, activation functions, pooling, and fully connected layers. Reader
familiarity with CNNs is assumed. The convolution layer is the core of a CNN model. It performs a
dot product between two matrices: the input tensor/image and a filter/kernel, which has a learnable
parameter. The kernel is smaller in dimensions than the input tensor but has the same depth. The
dot product creates an activation/feature map, a two-dimension representation of the kernel response
on the input image. The kernel has a sliding size called a stride. Another category of convolutions
is the separable convolution. It is utilized in lightweight models where it reduces the model size and
processing time through fewer parameters and hence fewer computations [22]. Separable convolution
consists of two convolutions: depth-wise and point-wise. First, the depth-wise layer convolves the input
feature map of N channels with N kernels of size K x K x 1. Accordingly, each channel has precisely
one filter, and the computations required for depth/channels are unnecessary. The point-wise separable
layer then convolves the results of the depth-wise layer with M filters, and each is of size 1 x 1 x N.
Hence, the separated channels are grouped again but with 1 x 1 convolutions.

Activation functions are used to add non-linearity to the network, enabling the model to generalize
and allowing the model to learn more complicated features. There are many popular activation
functions, such as sigmoid, softmax, tanh, Rectified Linear Unit (ReLU), and Leaky ReLU [23,24].
The pooling layer reduces the tensor dimensions along the network, which consequently reduces the
computations needed. It performs a max or an average operation on the neighbor locations of the
output activation map. The fully connected layer contains the features extracted from the previous
convolution layers. The model can have multiple fully connected layers, each consisting of a list of
neurons. The final layer has the same class labels for the task at hand.

Multiple evaluation metrics have been utilized to assess the model segmentation capabilities. The
typically used metric is accuracy, which is the number of correctly classified data cases by the total
number of data cases. Other metrics used are precision, which measures the number of correctly
classified positives (data of interest) from all positive-reported samples, and recall, which measures
the percentage of positive samples that are correctly classified from all actual positive samples. F-
score measures the model accuracy by calculating the harmonic mean of precision and recall. Some
other metrics have been utilized in image segmentation problems, such as pixel accuracy (PA), which
identifies the percentage of correctly classified pixels to all pixels. Mean pixel accuracy (mPA) is
a generalized form in which the ratio is calculated per class, and then the average of all classes is
calculated. Intersection over the Union (IoU) or Jaccard Index is another performance measure used
mainly for detection and segmentation tasks. loU measures the overlap between the predicted and
actual pixels divided over the union of both pixels. Mean IoU (mloU) is the average IoU over all the
classes. The dice score is twice the overlap of the predicted pixels and ground truth pixels divided by the
total pixels of both. Dice score is the most common accuracy measure in medical image segmentation.
Dice loss is also used to overcome the class imbalance limitation.

2.2 3D CNNS

3D CNNiis an adaptation of the standard CNN in which the kernels have an additional dimension.
The 3D architecture enables the model to extract features in the spectral and spatial domains.
Consequently, features for 3D structures, such as volumetric data, can be represented as shown in
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Fig. 1. Multiple 3D versions of the standard CNN models have been developed, such as: 3D U-
Net [25], and 3D fully convolutional network (FCN) [26]. Additional preprocessing steps are needed
when 3D CNNs are employed, such as slice time correction to overcome misalignment caused by
sampling delay. Bias field correction is also needed to remove low frequency in the pixel intensities
inherited by Magnetic Resonance Image (MRI) scanners [27].
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Figure 1: 3D Convolutions illustrated. Each colored block is a filter with dimensions (k x k x d x D)
where ‘d’ represents the depth of each input slice, ‘D’ represents the depth of the input tensor (number
of slices), and ‘k’ is the kernel dimensions

Many medical image segmentation applications have employed 3D convolutions to work with
3D medical images, such as MRI, CT scans, and functional MRI (fMRI) [28]. For example, in [29], a
variant of 3D U-Net (GA-UNet) was developed where separable convolution was utilized to reduce the
number of network parameters without affecting its performance. GA-UNet has been applied on MRI
and 3D CT scans, outperforming state-of-the-art architectures. Jin et al. [30] have developed another
3D U-Net to segment liver tumors in 3D CT scans. The model introduced allows the extraction of
3D structures in a pixel-to-pixel fashion. Despite the considerable increase in utilizing 3D CNNg, it
faces multiple challenges, such as the need for excessive computational resources and memory usage
to train the model. Furthermore, resizing the images to reduce computational requirements may lead
to losing significant information.

2.3 Backbone Models for Segmentation Architectures

The backbone models are specific CNN models that have been used as the core architectures
for segmentation. The most widely used DL architectures in segmentation as backbone networks
are: VGG [31], ResNet [32], and Inception [33]. VGG and ResNet are the most dominant feature
extractors for image segmentation. VGG utilizes a stack of 3 x 3 convolution layers. Utilizing multiple
consecutive layers have the same effect of larger receptive fields such as 5 x 5 and 7 x 7. On the other
hand, the residual blocks of the ResNet model enable the models to be deeper without suffering the
vanishing gradient problem. The main aim of a residual block is to compensate for the loss in feature
maps due to convolutions by concatenating an identical copy of the input feature map with the maps
generated from the convolutions in this layer which is also called skip connection.

The Inception model utilizes parallel convolutions on the input features. It exploits 1 x 1, 3 x 3,
and 5 x 5 filters and a pooling operation on the input features. Then, concatenating the output for
the next layer. In addition, a modified version of the original Inception block has been developed to
reduce the size of the feature maps before being handled by parallel convolutions [34]. The Xception
model is also introduced where depth-wise separable convolutions are utilized [34,35].
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3 Deep Learning CNN Variants and Medical Imaging Applications
3.1 Fully Convolutional Network (FCN)

FCN is the most popular method used in semantic segmentation [36]. FCN contains only
convolutional layers. Any previously mentioned architectures can be used as the backbone network of
the model. The backbone architectures are modified by replacing the fully connected/dense layers with
1 x 1 convolutional layers. The final layer output is up-sampled and fused with earlier layers using the
skip connection concept to produce a spatial map instead of classification scores. Different versions of
FCN (FCN-32, FCN-16, and FCN-8) are developed to improve model performance. In FCN-32, the
output of the last layer is smaller than the input image. Consequently, up-sampling is performed to get
the original size. However, its result is too rough due to the loss of spatial information as the model
goes deeper. To overcome this problem, the fusion of earlier and deeper layers is conducted in FCN-
16 and FCN-8. The result is then up-sampled to the original input image size to get the final result.
ParseNet [37] has been introduced to enhance FCN and overcome the global context limitation. The
ParseNet module can replace the convolutional layers or be added along with them.

FCN model and its variants have been utilized in various medical image segmentation applica-
tions. For example, the authors in [38] proposed a model for automatically analyzing cardiovascular
magnetic resonance (CMR) images. The DL model was trained and tested on a large-scale dataset
from the UK Biobank. The model performance was comparable with human experts as it achieved
an average dice metric of 0.94 for left ventricle (LV) cavity and 0.90 for right ventricle (RV) cavity. In
[39], a deep supervision model for pancreatic cyst segmentation in CT scans was introduced, where the
FCN with VGG-16 has been developed as the backbone model. A dataset of 131 pathological samples
was collected for training and testing. The model achieved an average accuracy of 63.44% using the
Dice-Sorensen coefficient (DSC). Anatomical structures segmentation in 3D CT scans was performed
in [40]. The authors utilized the previous architecture with slight modifications to the last two layers.
Multiple 2D slices from different viewpoints were drawn and fed to the FCN model. The segmentation
of the 3D structure was done through voting of the 2D slice segmentation. The model achieved an
accuracy of 89% for correctly labeling the voxels. In [41], a memory-efficient FCN was developed for
full-sized CT image segmentation. Brain tissue segmentation in multi-modal MRIs using 3D FCN with
multi-pathway was proposed in [42]. AdaEn-Net is another FCN-based model for prostate and cardiac
segmentation in MRI images [43]. It combined a 2D FCN for intra-feature extraction of the images
and a 3D FCN for inter-feature extraction of the channels. In [44], the PixelNet model was used for
brain tumor segmentation in multi-modal MRI. PraseNet architecture was employed to concatenate
spatial context in model layers.

3.2 Encoder-Decoder Based Models

The Encoder-Decoder architecture is composed of two main building blocks. As the name implies,
the encoder network learns the features of the input data through several hidden layers and encodes
the derived knowledge in the final layer output. Consequently, the original data is encoded in a
more compact representation. The encoder output is then passed to the decoder network, where the
encoded data is put back into the original size with segmentation masks of the objects. The decoder
network consists of multiple layers with up-sampling techniques to get the data back in the spatial
domain. The generic architecture of the encoder-decoder models is represented in Fig. 2. Any of
the backbone network architectures can be employed in the encoder part. In the decoder part, up-
sampled features are mapped to get the segmented output in the same size as the input (see Fig. 2).
Transposed convolution network [45] and SegNet [46] are from the first works in segmentation based
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on deconvolution. They are based on up-sampling and un-pooling. For SegNet, it sends the pooling
indices from the encoder layers to the corresponding decoder layers. Other models have adopted
trainable parameters for transposed convolution, such as Stacked Deconvolutional Networks (SDN)
[47], LinkNet [48], and W-Net [49]. Deconvolution or Transposed convolution is not the negation
of convolution or an opposite operation. Instead, it is a convolution that aims to up-sample the
dimensions of the input tensor.
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Figure 2: A generic encoder-decoder architecture. Adapted from Yang et al. [47]

U-Net [5] and V-Net [6] are the most widely utilized models. They are based on an FCN
architecture. In U-Net, there is a contracting path (encoder) to extract spatial features of the input
images and an expansive path (decoder) that up-samples the features. Feature maps are copied from
the contracting path and fed into the expansive path to preserve spatial patterns. U-Net restricts the
number of blocks to be equal in the contractive and expansive paths. Accordingly, it can utilize the
backbone models as modules adopted in its blocks. For example, residual blocks can be added to
the U-Net model instead of regular ones.

V-Net is considered a variant of U-Net for 3D medical images [6]. Progressive Dense V-Net (PDV-
Net) [50] is a fast segmentation method used in pulmonary lobes of chest CT scans. The Hybrid
V-Net model has been used in [51] to segment kidney and renal tumors, where the model achieved
an average dice coefficient of 97.7% and 86.5%, respectively. In [52], a cascaded V-Net model was
designed for multi-organ segmentation in CT images. The work utilized segmentation of thoracic
organs at risk (SegTHOR 2019) dataset [53] and Multi-Atlas Labeling Beyond the Cranial Vault
datasets, where the model achieved 88% and 78.76%, respectively. Qamar et al. developed a UNet-like
3D CNN for MRI segmentation in the infant’s brain [54]. The architecture included implementations
of dense connections, residual, and inception mechanisms. The model has been evaluated on the 6-
month infant brain MRI segmentation (iSeg) dataset published as one of the medical image computing
and computer-assisted intervention society (MICCAI) grand challenges [55], where an accuracy of
92%-95% was achieved. Dense-UNet was used in skin cell segmentation in Multiphoton Microscopy
(MPM) images [56], where an F1 score of 93.35% was reached. A Triple Multi-scale input with Densely
connected convolution units UNet (TMD-UNet) was developed for multi-organ segmentation [57].
TMD-UNet modified the standard U-Net by utilizing dilated convolutions, integrating multi-scale
input features, and applying dense skip connections. TMD-UNet was used on different medical image
types and achieved a dice score of 96.43% for the liver, 95.51% for the spleen, 92.65% for the polyp,
94.11% for EM, 92.49% for the nuclei, 91.81% for the left atrium, and 87.27% for the skin lesion
segmentation tasks.

Encoder-decoder methods are the most exploited models in medical image segmentation tasks
[58]. Recent attempts have been made to enhance their efficiency and accuracy [59-601]. For example,
Yousefi et al. proposed a dilated dense attention network for esophageal segmentation [62]. Spatial
and channel attention were utilized with a UNet-based structure to focus on the Gross Tumor Volume
(GTV), a challenging part of the esophageal. The model utilized only CT images with no pre/post-
processing. Please, refer to the 3.6 section for more details.
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3.3 Region Proposal-Based Models

Regional-based CNNs are used in object detection tasks. It is used to identify a bounding box
around objects of interest in the input image. Fig. 3 shows a typical abstract view of such a system.
There are three main building blocks: feature extraction, region proposal, and classification and
bounding box regression stages. In the feature extraction phase, a backbone convolution model is
utilized. The region extraction stage gives candidate regions that may contain objects. Each one is
then to be classified to decide whether it includes an object. Besides, region location coordinates are
tuned to locate the object.
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Figure 3: An abstract view of region proposal-based architecture. Input image reprinted from [47]

Many architectures have been proposed. Region-based convolutional neural networks (R-CNN)
was one of the first proposed methods in this field [63,64], where it includes a region proposal method,
a backbone network, and a bounding box regression model. A selective search algorithm has been
employed for the region proposal stage [65]. It generates 2000 candidate areas instead of searching the
whole image. Then, the backbone network is applied to every region and acts as a feature extractor. The
output feature vector is fed to a support vector machine (SVM) classifier [06] to predict the objects. A
considerable amount of time in processing, training, and testing and no learning ability in the selective
search fixed algorithm were the main problems in R-CNN. The region proposal stage constituted a
significant fraction of the processing time in region proposal models. Multiple approaches have been
proposed to speed it up. Fast R-CNN [67] used region of interest pooling (RoIPooling) and applied
the backbone network before the selective search algorithm to speed up the processing. Accordingly,
it was used once instead of applying the CNN backbone network to the 2000 candidate regions. Faster
R-CNN introduced the region proposal network (RPN) instead of the selective search method. RPN
was an entirely learnable convolutional network [68,69].

Faster R-CNN has been utilized in various medical applications [70-72]. For example,
Ding et al. proposed a pulmonary nodule detection method based on Faster R-CNN architecture
[70]. The model utilized Lung Nodule Analysis 2016 (LUNA16) dataset [73], where it achieved an
average Free-response Receiver Operating Characteristic (FROC) score of 0.891. A patch-based
iterative network (PIN) model was proposed in [71] that combined CNN layers with regression and
classification paths for detection and localization. The model was used to locate landmarks in 3D
medical volumes using 72 3D ultrasonic images dataset. In [72], a universal lesion detector was built
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to detect different lesion types using one unified framework. The proposed framework utilized Faster
R-CNN with VGG-16 as the backbone network. The authors used the DeepLesion dataset, and the
model achieved its best sensitivity of 81.1%, allowing five false positives per image. The authors in [19]
introduced a 3D pulmonary nodule detection and classification framework. For nodule detection, a
3D Faster R-CNN was utilized. A U-Net structure-like model and a 3D dual-path network (DPN)
were used to learn the detected nodule features. A residual network of 18 layers was utilized as the
backbone of this model. In addition, a large-scale LIDC-IDRI dataset [74] was utilized. With an
average accuracy of 92.74% of nodule-level diagnoses, the model performance was comparable to
experienced doctors’ diagnosis levels.

Mask R-CNN [75] is a typical Faster R-CNN with an additional branch in the model to produce
the objects’ segmentation masks. Mask R-CNN performs instance segmentation. Breast cancer
segmentation with mask scoring R-CNN was proposed in [76] utilizing Automatic Breast Ultrasound
(ABUS). In [77], a multi-scale region-aligned CNN model was used for ischemic lesion segmentation
in MRIs. Residual and attention mechanisms were utilized to develop multi-residual attention blocks.
The model was evaluated on ISLES 2015 SISS dataset [78] and achieved a dice score of 77.5%.

3.4 Multi-Scale Based Models

Multi-scale-based models depend on extracting features from different scales of the input
image/feature maps to get different presentations of the input data. Some models apply a prior scaling
of the input image. Then, each scale is treated separately. Other models adopt late scaling, performed
on the feature map extracted using the backbone network. The first approach (Fig. 4a) ensures working
in a global context, while the latter approach (Fig. 4b) avoids different network utilization to reduce
the computations and memory needed. Different architectures have been proposed, such as multi-
scale CNN for scene parsing [79], Feature Pyramid Networks (FPN) [80], and Pyramid Scene Parsing
Networks (PSPNet) [81]. Model filter parameters of a specific scale are tuned during the training
process to the object in its current scale. As a result, it is difficult for the trained model to generalize
to different scales of the same object.

a) Scales of an image b) Scales of a feature map

Figure 4: An abstract representation of scaling types for segmentation tasks. Input image reprinted
from [40]
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FPN was developed initially for detection tasks. However, it proved its success in segmentation
tasks [80]. FPN consists of a bottom-up pathway, a top-down pathway, and lateral connections. The
bottom-up pathway is a typical backbone model such as VGG-16 or ResNet. Each pyramid stage is the
output feature map of the same depth layers. The last layer of the Bottom-Up pathway is convolved
with 1 x 1 convolution to get the first stage of the top-down pathway. Each successive stage in the
top-down pathway is generated through the element-wise addition of a doubled-size version of the
previous stage and the corresponding stage of the bottom-up pathway. Each layer output prediction
is performed by applying a 3 x 3 convolution to the top-down stage (lateral connections). Multiple
layer perceptron (MLP) is used in the segmentation to produce masks. While in U-Net, the final model
output is the final layer in the expansive path of the decoder network, the final output in FPN depends
on every output of every stage of the top-down path.

On the other hand, PSPNet [81] consists of ResNet with dilated filters to extract the features. The
generated feature maps are then passed to a pooling module based on Spatial Pyramid Pooling (SPP)
[82]. Pooling is applied at four different scales to the input feature maps. Each scale is then processed
with a 1 x 1 convolution layer to reduce the dimensions. The output is typically 1/N of the input
feature map, where N is the number of pyramid levels, and each level is up-sampled using bilinear
interpolation to the original feature map size. They are then concatenated with the original feature
maps to get the global prior. Pixel-wise predictions are generated by applying the final convolutional
layer. PSPNet won the ImageNet scene parsing challenge in 2016 and came first on multiple dataset
challenges.

A deep network based on ResNet and U-Net was proposed for nerve segmentation [83]. In
order to reduce the information loss through the network, a pyramid-dilated convolution structure
was designed to replace the pooling layers. It exploited the global context information and enabled
enlarging the receptive field. The Ultrasound Nerve segmentation dataset was used where the model
achieved a dice score of 69.15%. In [84], the authors designed a Pyramid Dilated Network (PyDiNet)
where a Pyramid Dilated Module (PDM) was designed as the core component. PDM comprises
multiple dilated convolutions with different rates applied in parallel on the input features and then
concatenated to form the module output. Accordingly, it can capture minor and complex variations
and preserve global (spatial) information at the same time. ResNet was utilized as the backbone
network with a series of 4 PDMs. Finally, the output of the final PDM was fed to a convolutional
layer, and a bilinear up-sampling was performed to get the original image size. In [85], a multi-scale
feature abstraction (MIMO-FAN) model was proposed, where U-Net architecture was utilized with
the adoption of densely connected paths and residual mechanisms. It achieved a dice score of 95.8%
on the liver tumor segmentation (LiTS) dataset [86]. Authors in [87] proposed a Hierarchical Spatial
Pyramid Network (HSP-Net) for precancerous cervical segmentation in histopathology images. The
model adopted an encoder-decoder structure with ResNet as the backbone in the encoder part. It
performed the multi-scale concept by applying dilated convolutions to get a spatial pyramid structure.
In [88], Pyramid Medical Transformer (PMTrans) was developed for gland segmentation. Different
image types, such as microscopic and positron emission tomography (PET)/CT images, were utilized.
The model adopted transformer, pyramid, and attention mechanisms in the segmentation process. In
[89], an improved Mask R-CNN was developed for multi-organ segmentation, where ResNet, FPN,
and RPN were utilized. Cardiac- SegNet was proposed in [90] for echocardiographic ultrasound image
segmentation. The model adopted ResNet and FPN as the backbone for extracting features.
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3.5 Attention-Based Methods

Attention is inspired by human brain behavior and psychology. Typically, it is a cognitive process
that enables the brain to concentrate on interesting information and ignore other distractions. The
same concept is applied in DL by adopting an attention mechanism in neural networks. The attention
mechanism enables the model to focus on the salient features of the input and ignore irrelevant
information. It gives weights to the input features to reflect each feature’s importance. Fig. 5 illustrates
the general attention mechanism.

- -

Gray: important.

Light-green: less important.

Figure 5: Attention mechanism illustrated

Many works have been introduced, such as Reverse Attention Network (RAN) [91], dual Atten-
tion Network [92], and Pyramid Attention Network (PAN) [93]. PAN combined the spatial pyramid
technique with an attention mechanism for precise dense feature extraction. Global Attention Up-
sampling (GAU) was used to efficiently extract the global context of high-level features and weight
low-level features. PAN utilized ResNet as a feature extraction backbone network. In the Pyramid
module, the features from 3 different scales were fused using a U-shape FPN structure.

Many attempts have been performed to utilize attention mechanisms to modify existing models.
Authors in [94,95] utilized the attention mechanism on the U-Net architecture. Spatial and channel
attention gates have been applied. The spatial attention gate (sAG) improved the localization of the
objects by enhancing the region of interest. At the same time, the channel Attention Gate (cAG)
learned the meaningful representation of the given features. In [94], a scale attention gate was utilized
as well. Skin lesions, MRI images of the placenta, and fetal brain have been utilized. It has an
explanation property by visualizing attention weight maps. In [95], the spatial and attention channels
were combined and applied on the skip connection connecting the encoder to the decoder part before
the concatenation. Polyp endoscopy, lung tumor CT, and brain tumor MRI datasets were utilized.
Sinha et al. utilized a multi-scale model with an attention mechanism where ResNet was the backbone
network [96]. The model has been applied to abdominal organs, cardiovascular structures, and brain
tumors. The authors in [97] developed AutoCENet for liver segmentation in CT scans. The model was
based on attention mechanisms and skip connections.

Intracranial blood vessel segmentation with Global Channel Attention Network (GCA-Net) was
studied in [98]. GCA-Net included a path module, fusion module, and up-sampling module. The model
achieved a dice score of 96.51% on the test set. In [99], a multi-scale attention network (MANet)
was proposed for lumbar spinal segmentation in MRIs. The authors used U-Net architecture as a
backbone by replacing the regular convolutional blocks with dual-branch multi-scale attention blocks.
The model achieved a mean dice score of 92.52% in segmenting the vertebral body, lamina, and
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dural sac. Liver extraction and tumor segmentation in 3D CT scans were discussed in [92]. A hybrid
residual attention-aware network (RA-UNet) was proposed based on the UNet architecture attention
mechanism, and residual connections were adopted. The model achieved a dice score of 96.1% on the
LiTS dataset [86] and 97.7% on the Institut de Recherche contre les Cancers de I’ Appareil Digestif liver
dataset (3D-IRCADD) [100]. Cross-Layer Spatial Attention Map Fusion Network (CSAF-CNN) was
proposedin [101]to segment organs at risk in head and neck CT scans for nasopharynx cancer patients.
U-Net architecture was exploited as encoder-decoder networks with a cross-layer spatial attention map
fusion component.

3.6 Dilated Convolutions

Dilated convolutions, also called Atrous convolutions, can increase the receptive field of the layer
without increasing the learning parameters. This technique allows the model to extract compact, dense
features on different resolutions. Dilated convolution inserts zeros between filter entries to enlarge
the size while keeping the same number of actual non-zero parameters. A zero value indicates an
empty entry. For example, if a typical filter of size 3 x 3, its dilated version will be 5 x 5 (Fig. 6).
The dilation rate indicates the number of in-between zeros and controls the filter field of view. For
example, if a feature map x is convolved with an atrous filter w to output y, each location in y
can be computed through the following equation: y[i] = > x[i + r.k]w[k]. Where i is the current
location, r is the dilation rate. Thus, rate r is considered the stride to which the input feature map is
sampled. Atrous convolution has become popular in real-time segmentation tasks. Techniques that
utilize dilated convolutions are such as: multi-scale context aggregation [102], DeepLab v1, v2, v3,
v3+ [103-106], Efficient Network (ENet) [107].

Figure 6: Dilated Convolution of 5 x 5 filter with a dilated rate of 2 applied on 7 x 7 input matrix to
generate a 3 x 3 output matrix

In image segmentation tasks, two challenges face the segmentation process. First, the resolution
of the features is reduced due to multiple convolutions with strides or pooling. Although these steps
help the model learn more features and are helpful in prediction, the spatial information needed in
segmentation tasks is lost. Second, objects can have different scales. To overcome both problems,
Atrous convolutions and pyramid feature extraction were proposed in DeepLab v3 [105]. DeepLab v3
is a modified atrous spatial pyramid pooling (ASPP) with a pyramid block that consists of four parallel
convolutions, enabling the model to capture multi-scale features effectively. The parallel convolutions
are three 3 x 3 dilated convolutions with rates (6, 12, 18) and a single 1 x 1 convolution. The results are
then concatenated, and a bilinear up-sampling is applied to get the final output. DeepLab v3+ [106],
is the modified version, where the encoder part is typically the DeepLab v3. The decoding module
is a simple decoder that recovers the object boundaries. Dilated convolutions have proved promising
results in image segmentation due to rich and dense information obtained through modifying the
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receptive field, while keeping a small number of parameters. In [108], a parallel residual dilated network
(PRDNet) was proposed, where features were obtained by combining dilated convolution and ResNet.
The Attention mechanism enhanced the localization features, while the dilated convolution optimized
the segmentation. The model was tested on Combined CT/MRI images from Healthy Abdominal
Organ Segmentation Challenge (CHAOS) [109], International Skin Imaging Collaboration (ISIC)
2017 [110], and the skin lesion images datasets. According to the results, the model had a 1-4%
improvement over the compared models.

Authors in [111] proposed a Dense Dilated Inception Net (DDI Net) inspired by U-Net archi-
tecture. Multi-scale dilated inception block with parallel dilated convolution of rates: (1, 2, 4, and
6) replaced the convolution blocks in U-Net. In addition, the skip connections between the encoder
and decoder were replaced by densely connected convolution layers. Accordingly, the model could
be deeper without suffering from gradient vanishing. The model has been evaluated utilizing three
segmentation tasks for the brain tumor, hippocampus, and heart. Wang et al. developed a stacked
dilated U-Net where a standard convolution layer followed by a cascade of dilated convolutions
were applied [112]. Ultrasound datasets, such as thyroid nodule [113], liver and kidney, and breast
Lesion datasets were utilized. In addition, colored skin lesion datasets were used [114]. A UNet-
based architecture for brain tumor segmentation in MRIs was proposed in [115]. The utilized U-Net
model adopted dilated convolutions and utilized inception module to get a Dilated Inception UNet
(DIUNEet). Brain tumor image segmentation benchmark (BraTS) 2018 dataset [116] was utilized to
perform segmentation of glioma regions, tumor core, enhancing tumor, and whole tumor. Lung and
bladder segmentation in CT scans using a Multi-scale Dilated Convolution Network (MD-Net) was
proposed in [117]. The MD-Net was based on U-Net architecture as its backbone network. A multi-
scale mechanism by utilizing dilatation convolutions with different rates was applied. In[1 18], a U-Net
model with improved dilated convolutions of overlapping chromosomes in light microscopy images
was designed.

3.7 CNNIRNN-Based Models

Recurrent Neural Networks (RNN) primary focus is sequential data. It uses the sequence
arrangement and considers the precedence of individual input occurrences. There are connections
along the consecutive layers to enable a typical neural network to memorize the previous inputs. As a
result, dependencies between elements can be captured. However, RNN is slow in computations and
cannot capture information in long data. Thus, Gated Recurrent Unit (GRU) and Long Short-Term
Memory (LSTM) are introduced. RNNs have been used with images as RNNs can take advantage of
the topological structure of the image. It can learn dependencies between pixels, making it suitable for
semantic segmentation. There have been efforts to combine RNN, and CNN, such as convolutional
LSTM [119], 2D LSTM [120], and ReSeg [121]. ReSeg network was composed of VGG 16 model
followed by recurrent neural network (ReNet) layers and then up-sampling was performed to get the
original image size. The ReNet layer consists of 4 RNNs spanning the 2D structure horizontally and
vertically in both directions [122].

3.8 Discussion

FCN primary concept is utilizing the intermediate features by concatenating them with the final
layers’ outputs and generate the final spatial map. This technique helps in reducing the effect of spatial
information loss and enriching the final spatial map result. However, the spatial information loss is
still significant due to the multiple convolutional layers. Encoder-Decoder models construct a better
final spatial map by employing a trainable set of up-sampling/deconvolution layers where the number
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of the up-sampling layers (decoder path) equals the feature extraction layers (encoder path). Utilizing
skip connections between corresponding layers, these models can overcome the spatial information
loss limitation found in FCN models as a copy of the feature maps before every convolution layer
in the encoder path is connected to the corresponding decoder layer. However, in some applications,
the model can have many skip connections and negatively affect the model performance. Hence, the
encoder-decoder models can typically have only few layers in both paths due to the large computations
required.

On the other hand, the main strength of the regional models is their ability to predict object
positions. They were mainly developed for object detection tasks, but with this localization ability,
they were also tuned to be employed in segmentation tasks. The main drawback is the time needed
for training. Having different scales is a common challenge in medical imaging. Multi-scale models
are suitable to handle such condition. In which different scales of the input are generated to provide
different sizes of the objects. This technique solves the scale problem but also needs large datasets and
high computational resources.

Attention techniques help improve the model performance by enabling the models to focus on the
essential features. The main attention gates are channel and spatial attention gates. Attention mech-
anisms enable the models to neglect irrelevant information and focus more on intrinsic information.
Accordingly, less critical features would no longer affect the model. The best practice for utilizing
attention gates is combining both spatial and channel attention gates. The dilated convolutions are
also another technique that can be used to enhance DL models. They enlarge the model receptive field
without affecting the computation complexity and reduce the resolution loss of the output feature
map. Dilated convolutions are exploited to extract rich information and provide scaling ability in the
models. However, increasing the dilation rate of small-sized filters can negatively influence the feature
extraction ability of the model.

The most commonly used models as backbone networks are ResNet and VGG-16. U-Net is
extensively used in medical imaging segmentation. It proved its efficiency with some modifications on
the skip connections that connect the encoder path to the decoder path variants. Dilated convolutions
and attention mechanisms are promising approaches to increase model accuracy without increasing
complexity. There is no clear cut between different architectures in various applications. Multiple
categories have been combined to achieve better performance, such as applying a multi-scale/pyramid
method with an encoder-decoder-based model and the dilated convolutions such as HSP-Net or
applying attention mechanism along with encoder-decoder, and multi-scale model such as MANet.
PSPNet and DeepLab v3+ models have been widely used in natural image segmentation and proved
outstanding in multiple applications.

4 Challenges, Limitations, and Current Solutions

Medical images are intrinsically challenging to analyze. It needs prior expertise to be interpreted.
The annotation and curation of medical imaging are hard compared to the traditional computer
vision datasets, as it requires experts to provide the labels for each image, which is time-consuming.
Consequently, it is difficult to obtain abundant labels with limited costs. At the same time, annotation
tasks are knowledge-driven and prone to human subjectivity [123]. Moreover, Acquisition systems can
produce additional noises. Datasets can contain modality-specific artifacts due to different conditions
and protocols. A primary step in preprocessing is image reconstruction which is mainly device
dependent, Whether the raw data is acquired in the frequency domain as in the MRI case or as high-
frequency echos as in ultrasound. Inevitable artifacts produced by imaging devices are a significant
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factor in image noises. Data preprocessing includes filtering, enhancement, and sharpening techniques
[124].

Image segmentation in the medical domain also targets many data types. From cell nuclei [57],
organs [02], to tumors [63], and lesions [72]. All with different modalities and scales. Thus, trained
models cannot be transferred seamlessly from one clinical task or site to another [124,125]. Therefore,
developing robust architectures that can deal with these variations is a must. In [126], the author
introduced MultiResUNet, a novel model based on the U-Net architecture. The proposed blocks were
inspired by inception blocks to solve the multiresolution issue. MultiResUNet has been tested on five
different datasets, outperforming the classical U-Net. There is a need for community efforts to develop
benchmarking data with different modalities and applications to be used to test the proposed models’
robustness.

Privacy and ethical issues are other barriers in the medical domain. Utilizing medical images is
subject to privacy regulations [127], where patient identity is protected. Patient consent is crucial as
well. The process of disassociating any identifiable information is complicated and time-consuming.
At the same time, making the data anonymous and removing any clinical data affects the amount of
data available to develop accurate models [128]. There have been initiatives to facilitate data sharing
between research institutions or by request [124].

Dataset size is another challenge, as DL models require large datasets for training. This is
not always available in medical applications, especially with rare diseases. However, the accuracy
achieved greatly depends upon the training data size. Some applications utilize multiple datasets
to overcome this limitation [54,72,89]. While data augmentation is the most promising solution,
generative adversarial networks (GANs) have also been used to generate synthetic samples to enlarge
the dataset [129]. Utilizing GANSs in data augmentation can contribute to solving other issues in
medical imaging, such as patient privacy.

A critical factor in DL-based models’ performance is the number of trainable parameters. More
complex deep models are needed to increase output accuracy. However, that comes with the cost of
the required computation resources, and the models become hard to interpret. This is problematic
in the medical domain as physicians need to understand and trust the model. Utilizing pretrained
models reduces computational costs. Pretrained models are used as the starting point for new models
to avoid training from scratch. As a result, the training process becomes more manageable and the
model converges faster. Transfer learning is also utilized with fine-tuning to adapt pretrained models
to the new domain data. For example, models trained on natural image datasets such as ImageNet
[15] were employed on medical applications models. In [130], Authors developed an encoder-decoder
model for MRI shoulder muscle segmentation with VGG-11 trained on ImageNet in the encoder part.
It has also been proven that even with only transferring the weights from a pretrained model, the model
accuracy will improve instead of random weight initialization [131]. However, this is not applicable in
the 3D modalities.

Class imbalance is common in medical segmentation tasks, where the target of interest represents
a small portion of the image, which results in biased models toward the prominent class. One solution
is to employ object detection on the region of interest before applying the segmentation model [128].
Another solution is to design loss functions to accommodate the class bias. Many loss functions have
been introduced for that purpose, such as weighted cross entropy [132], generalized dice loss [133],
boundary loss [134], and exponential logarithmic loss [135], that has been designed to solve the severe
class imbalance.
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5 Future Trends

Medical imaging is a central pillar of clinical decision-making. Although the enormous advance-
ments in medical image segmentation using DL-based model are undeniable, there is still a need to
increase segmentation accuracy and improve the utilized model performance.

Multimodality fusion is one of the current directions to improve segmentation. Different modalities
can be fused at the model input, where the features are integrated before training the network. It can
also be at the layer level, where different layers are trained separately on a single modality and then
combined with other layers. Finally, there is a decision-level fusion where modalities only merge at
the architecture’s last fully connected layers [136]. Zhao et al. [137] integrated FCNs and Conditional
Random Fields (CRFs) in one framework to segment multimodal brain tumor dataset BRATs 2013
and 2015. The achieved accuracy was comparable to the state-of-the-art models. In [138], the authors
developed a one-pass model that performs multiclass tumor segmentation using multiple modalities.
The proposed model ranked first in BRAT 2015. Choosing an effective deep-learning fusion strategy
is still an important issue. Most existing efforts have implemented input-based fusion. However, later
fusion strategy is promising, with current efforts achieving more accurate results [139-141].

Interactive segmentation is another active research area, especially as computer-aided systems
(CADs) have been a vital research field to help physicians in clinical screening. CADs assist the
medical team in detecting unnoticed patterns or behavior, especially in the disease’s early stages. They
also save time, effort, and cost. Interactive segmentation will help the physician interactively correct
the model’s initial segmentation through mouse clicks on bounding boxes. Various machine learning-
based interactive segmentation methods have been proposed, such as graph cuts [142], random walks
[143], and geodesic image segmentation (GeoS) [144]. Utilizing DL-based models, CNN models such
as DeepCut [145] and ScribbleSup [146] have emerged, but interaction is utilized in the training phase
rather than the testing phase. DeeplGeoS [147] allowed the user interaction to correct the initial
segmentation. However, the model could not handle unseen objects. In [148], authors proposed an
interactive model that performed image-specific fine-tuning. Through adaptive tuning during testing,
the model could deal with unseen data. In [149], the authors proposed interactivity with only one
click as a central point in the object of interest. Utilizing a convolutional recurrent neural network
(ConvRNN) based model, comparable results were achieved.

Active learning is a current research direction that would help solve challenges imposed on medical
imaging. Human involvement is vital because of the sensitive nature of the medical domain and
the pressing need for high-performing models. Active learning concerns with providing the most
informative samples from an unlabeled distribution to be annotated next. Thus, training the model
utilizing the selected samples can achieve higher accuracy in a smaller number of iterations and
without the costly need of annotating the whole dataset [125]. Budd et al. [150] developed MedAL,
an active learning framework for medical image segmentation. They utilized distance between feature
descriptors to extract the most informative samples from an unlabeled dataset. MedAL generated
feature descriptors from the trained CNN model utilizing its intermediate layers and found the most
distant data points. This way, the most informative and least redundant data points were chosen to
be labeled next. As a result, medAL achieved the baseline accuracy with less training data. In [151],
Wau et al. developed a COVID-AL platform where active learning on the patient level was utilized.
U-Net and 3D residual networks were employed for lung region segmentation and COVID diagnosis,
where the proposed model outperformed other existing systems. On the other hand, Lai et al. [152]
utilized active learning in improving grey/white-matter segmentation from pathology images of human
brain tissues. Utilizing only 0.1% of regions labeled, they reached a comparable IoU score with the
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fully-supervised learning. Active learning methods reduce the human annotation effort, as it queries
only a subset of training data for annotation. However, more efforts are needed as most techniques
still demand huge computational costs and inefficiently utilize unlabeled data and the intermediate
knowledge within networks [153].

Interpretability. As the dependency on deep learning increases, the importance of interpretable
models has increased to evaluate what factors contributed to the model decision. Moreover, knowing
the significant factors in making this specific decision could help enhance the results or neutralize the
unneeded factors [154,155]. On the other hand, it is critically vital for non-DL experts to understand
the reasons behind the model output to increase their trust, especially in the medical domain.
Interpretability techniques can be divided based on multiple factors, such as their ability to work on
multiple or specific models. They can also be divided into global or local techniques, where global
aims to describe the whole model’s features while local focuses on a specific sample [124]. Various
techniques have been utilized in medical image segmentation for different applications, such as tumor
segmentation from liver CT images [156], colorectal polyps [157], and lung nodules [158].

Lightweight models. In order to alleviate the massive number of parameters in deep models,
lightweight models have come into play. In [159], authors developed ConvUNeXt, a lightweight model
with superior performance. U-Net architecture has been utilized with larger kernels and separable
convolutions, resulting in a 20% reduction in the number of parameters from the classical U-Net.
ResInc-Net is another model that has been developed in [160]. The authors utilized a modified
inception module with depth-wise separable convolution. A residual network for the backbone
network has been employed, along with an attention module. The model has been tested on three
datasets for lung and colon tumor segmentation, where all the IOU scores have been improved.
Lei et al. [161] have proposed a lightweight version of the 3D V-Net for liver segmentation. They
show that the proposed model outperformed the classical network performance.

Few-shot learning algorithms aim to exploit the valuable information in the available small
dataset to overcome data scarcity in the medical domain, especially with certain diseases. Focusing
on a general representation rather than specific, few-shot learning only relies on a small amount of
data, unlike DL models [162]. For example, Razzak et al. [163] introduced a pioneering one-shot
approach where only one correctly labeled scan is needed. Combined with a semi-supervised learning
approach, the proposed method achieved higher performance. Few-shot learning algorithms are a very
active research area with encouraging performance improvements. Table | summarizes the medical
applications with the utilized datasets and illustrates the backbone network used in each model.
Additionally, it depicts the corresponding architecture category and the evaluation metric of each
application.

Table 1: Medical applications summary. Regional — Rgnl, encode-decoder — E-D, fully convolu-
tional — FC, dilated — di, Attention — Att, pyramid — Py, multi-scale — Mul-S

Ref. Application Image type Model name  Dataset Backbone Measures scores Category
model
[19] Pulmonary 3D CT DeepLung LIDC-IDRI [74] Faster R- Accuracy =81.41% e Rgnl
nodule CNN + UNet

(Continued)
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Table 1: Continued
Ref. Application Image type Model name  Dataset Backbone Measures scores Category
model
[29] Multi-organ e MRI GA-UNet Brain Lesion VGG-16 Accuray =97% e E-D
o X-ray (MICCALI 2008), Dice Score =91.8%
¢ 3DCT 3D-IRCADb [100],
BRATS [116]
[30] Liver ¢3DCT RA-UNet LiTS [86], U-Net Dice score (3D- o Att
3D-IRCADb [100] IRCADb)=0.977 eE-D
Dice Score
(LiTS)=0.961
[38] Cardiovasculam CMR FCN UK Biobank VGG-16 Dice Score LV e FC
cavit=0.94 RV
cavity =0.90
[39] Pancreatic e Abdominal CT FCN 131 pathological VGG-16 Dice e FC
Cyst samples (manually Score = 64.44%
collected)
[40] Anatomical 3D CT FCN Computational VGG-16 Weighted e FC
structures anatomy IoU=0.84
[41] Kidney e CT FCN KiTS19 [164] UNet Dice Score =~0.78 o FC
[42] Brain e MRI 3D FCN BraTS2019[116] FCN Dice Score=(0.89, o FC
0.76) for whole e Di
tumor, enhanced
tumor
[43] Prostate and e MRI AdaEn-Net PROMISEI2[165], FCN Dice Score, e FC
cardiac MICCAI-ACDC PROMISEI12 =
[166] 89.29 ACDC
(RVC =91.0,
LVC =93.0)
[44] Brain Tumor e MRI PixelNet BraTS 2017[116]  VGG-16 Dice Score=85.8 o FC
[50] Pulmonary CT Dense V-Net ~ LIDC [74], LTRC  V-Net Dice Score, e E-D
lobes [167], LOLA11[168] LIDC =0.939,
LTRC=0.95,
LOLA11=0.935
[51] Kidney and e CT Hybrid V-Net  KiTS19 [164] V-Net Dice Score e E-D
retinal Kidney =97.7,
tumor = 86.5
[52] Multi-organ e CT Cascaded SegTHOR 2019 [53] V-Net Dice Score=88.02 e E-D
V-Net
[54] Infant brain e MRI 3D UNet iSeg MICCAI [55] 3D U-Net Dice Score, White e E-D
matte =0.905, Gray e Di
matter =0.92
[56] Skin cells e Microscopy Dense-UNet  Locally acquired U-Net Accuracy =92.54%, e E-D

images from the
dorsal forearm.

Dice Score =90.60,
F-score =93.35

(Continued)
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Table 1: Continued
Ref. Application Image type Model name  Dataset Backbone Measures scores Category
model
[57] Multi-organ e Microscopy TMD-UNet LiTS 2017 (Liver), UNet, Dice Score e E-D
segmentation e CT MSD 2018 [86] ISBI DenseNet Live =96.43, e Di
e MRI 2012 (EM), Spleen =95.51, e Mul-S
MICCAI 2015 Polyp =92.65,
(Polyp), ISIC 2018 Electron
(Skin) [110]. microscopy =94.11,
Nuclei =92.49, Left
Atrium =91.81,
Skin =87.27
[59] Brain e MRI Dense V-Net  Brain Atlas Project V-Net Dice Score=94.5 e E-D
(LPBA40) [169]
[60] Multiple o CT UNet++ ASU-Mayo, UNet with IoU, Cell e E-D
organs ¢ RGB LIDC-IDRI[74], nested dense  nuclei=92.63,
MICCAL LiTS [86] skip pathways Colon
polyp =33.45,
Liver =82.9, Lung
nodule =77.21
[61] Liver o CT DenseUNet MICCAI LiTS [86], ResNet+ Dice global, LiTS, e E-D
3D-IRCADb[100] DenseUNet Lesio=282.4,
Liver =96.5,
3D-IRCADD,
Tumor =0.937,
Liver =0.982
[62] Esophageal e CT DDAUNet Manually collected UNet Dice Score=0.79 e E-D
tumor a dataset of 792 e Di
scans for 288 o Att
patients.
[70] Pulmonary eCT CAD LUNAI6 [73] VGG-16 Recall =0.946 e Rgnl
nodule FROC =0.891
[71] Head e Ultrasound PIN Locally collected Customized AVG Localization e Rgnl
dataset CNN error
(mm) =5.59 mm
AVG Running time
(s)=0.44s
[72] Lesion o CT Faster R-CNN DeepLesion [72] VGG-16 Recall =81.1 e Rgnl
[76] Breast e Breast ultrasound Mask scoring  Locally collected 3D ResNet Dice Score=85.6 e Rgnl
R-CNN dataset
[77]1 Ischemic e Multimodal MRI Multi-scale ISLES 2015 SISS ~ Multi-residual Dice Score=0.775 e Rgnl
lesion region aligned [78] attention block o Mul-S
CNN
[83] Nerve e Ultrasound Pyramid Locally collected ResNet Dice Score =69.15 e Py
dilated dataset o Di
res-UNet e E-D

(Continued)
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Table 1: Continued
Ref. Application Image type Model name  Dataset Backbone Measures scores Category
model
[84] Gland, o Histology Pyramid Gland dataset ResNet DRIVE, e Py
Lung,and e CT dilated network MICCAI 2015, Accuracy=97.52 e Di
Retina LUNA [73], DRIVE LUNA,
dataset [170] Accuracy =99.6
Gland, Overlapping
Error =91.88
[85] Liver «CT MIMO-FAN  LiTS [86] UNet Dice Score=95.8 o Mul-S
Dice Global =96.2 e E-D
[87] Cervical e Histopathology = HSP-Net MTCHI[171] ResNet Dice e Py
precancerous Score =0.5416. e E-D
mloU =0.4186 e Di
AP =0.6086
[88] Gland e Microscopic Pyramid Gland dataset, Pyramid-based Dice Score, e Py
o CT transformer MICCAL architecture Gland = 81.48, o Att
MoNuSeg [100], MoNuSeg = 80.09,
HECKTOR [172] HECKTOR =
79.98
[89] Multi-organ e CT Improved mask Locally collected ResNet and (Dice, IoU) e Rgnl
R-CNN and annotated FPN Heart=(95.1, 96.6) e Py
dataset Right Lung =(97.8,
98.1) Left
Lung=(96.2, 97.6)
[90] Heart o Ultrasound Cardiac- CAMUS ResNet and Dice Score (end e Rgnl
SegNet FPN diastole, end
systole) LV (0.952,
0.939), LA (0.924,
0.926)
[94] Skin, e MRI Attention ISIC 2018 [110] UNet Dice Score, o Att
Placenta, o Binary CNN Skin =92.08, e E-D
and Brain Placenta = 87.08,
Brain =95.88
[95] Polyp, Lung, e CT Enhanced CVC-ClinicDB UNet with Dice Score, CVC- o Att
and Brain e MRI UNet with [173], VIP-CUP18  spatial-channel clinicDB =73.31, e E-D
attention (CT for Lung attention gates VIP-
Tumor), TCGA CUP18 =56.26,
TCGA =85.83
[96] Liver, ¢ MRI Multi-Scale CHAOS [109], ResNet Dice Score o Att
Kidney, Self-Guided HVSMR 2016, CHAOS =86.75 e Mul-S
Brain Attention Medical HVSMT =83.2
network Segmentation BRATS =80.37
Decathlon
Challenge (BRATS)

[116]

(Continued)
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Table 1: Continued

Ref. Application Image type Model name  Dataset Backbone Measures scores Category
model
[97] Liver o CT AutoCENet LiTS [86], UNet + ASPP  Dice Score, o Att
3DIRACDb[100], module Precision
CHAOS [109] LiTS =(93.5, 96.2)
[98] Intracranial e CT GCA-Net The dataset is ASPP Dice Score =96.51 o Att
blood vessel collected from a mloU =92.73 e Py
local hospital in o Di
Shenzhen.
[99] Lumbar ¢ MRI MANet Dataset from the UNet Dice Score =0.9252 o Att
spinal spine surgery e E-D
department of e Mul-S
Shengjing Hospital.
[101] Head and o CT CSAF-CNN  StructSeg 2019 UNet Dice Score, Normal e Att
neck [174] model = 72.50, e E-D
[106] Brain e CT DeepLab v2 Locally collected VGG-16 Class IoU =58.3 e Di
dataset Category
IoU=804
[108] Multi-organ e CT PRDNet CHAOS [109], ResNet Dice score, e Di
e MRI (Abdominals), ISIC CHAOS =90.2, o Att
2017 [110] (Skin) ISIC=87.9 e Py
[111] Brain tumor, e MRI Dense dilated  Brats 2016-2017 UNet (Dilated Dice Score, Hip- e Di
hippocam- inception [116], medical Incep- pocampus=0.92, e E-D
pus, network segmentation tions + Dense  Heart =0.95, Brain
heart decathlon challenge Connections)  Tumor

(edema =0.82)

[112] Thyroid, e Ultrasound Stacked dilated Thyroid, liver, Concatenated Dice Score, o Di
liver, kidney, e Colored UNet kidney, breast, and cascaded Thyroid =76.5, e E-D
breast, skin (SDUNet) skin datasets dilated UNet  Liver=90.9,

Kidney =81.0,
Breast =84.3,
Skin=189.2
[115] Brain o MRI DIUNet BraTS 2018 [116] U-Net with Dice Score, Whole e Di
dilated module tumor=93.1, e E-D

Tumor core =95.7

[117] Lung and o CT MD-Net Locally collected UNet Accuracy, e Di
bladder dataset Lung =0.9933 e Mul-S
Bladder =0.9148 e E-D
[175] Retinal e Retinal fundus RM-FCN DRIVE [170], FCN Accuracy, o FC
vessel STARE[175], DRIVE =0.9695,
CHASE[176] CHASE =0.9735,

STARE =0.9739

6 Conclusion

Image Image segmentation has become a required field for many applications. Medical imaging
segmentation needs enormous effort to develop a model that can overcome medical imaging challenges
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such as size variations, similarity to normal tissues, and dataset size limitations. Its applications range
from organ extraction to lesion detection and segmentation in 2D and 3D environments. Reliable,
trusted automation would make these tasks easier for medical experts and alleviate human subjectivity.
In addition, it would help in the early detection and diagnosis of diseases, risk assessment, and decision
support. DL models have emerged and proved their remarkable performance in the mediscal domain.

This paper presents the most popular and recent CNN-based segmentation techniques. First,
CNN architectures primarily used as backbone models are presented. Segmentation models are
categorized where each category contains all the models that follow the same principle. Various
medical image applications are surveyed in each category. A summary of the surveyed medical image
applications, the utilized datasets, backbone networks, and the corresponding categories are presented.
It is clear that promising models such as DeepLab v3+ combine multiple concepts and mechanisms to
achieve better performance. Finally, current challenges, state-of-the-art solutions, and furture research
directions have been discussed.

Because of the critical nature of the medical domain, credible and acceptable output for the
physician is a must. Expert involvement can help achieve this goal. User interaction can take different
perspectives, such as interactive segmentation and active learning frameworks. More attention is
expected for such models as recent research has been directed toward their use in medical image
segmentation. However, more studies are required to investigate their potential, which will open new
doors for future research.
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