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Abstract: Label assignment refers to determining positive/negative labels for
each sample to supervise the training process. Existing Siamese-based trackers
primarily use fixed label assignment strategies according to human prior
knowledge; thus, they can be sensitive to predefined hyperparameters and fail
to fit the spatial and scale variations of samples. In this study, we first develop
a novel dynamic label assignment (DLA) module to handle the diverse data
distributions and adaptively distinguish the foreground from the background
based on the statistical characteristics of the target in visual object tracking.
The core of DLA module is a two-step selection mechanism. The first step
selects candidate samples according to the Euclidean distance between train-
ing samples and ground truth, and the second step selects positive/negative
samples based on the mean and standard deviation of candidate samples.
The proposed approach is general-purpose and can be easily integrated into
anchor-based and anchor-free trackers for optimal sample-label matching.
According to extensive experimental findings, Siamese-based trackers with
DLA modules can refine target locations and outperform baseline trackers on
OTB100, VOT2019, UAV123 and LaSOT. Particularly, DLA-SiamRPN++
improves SiamRPN++ by 1% AUC and DLA-SiamCAR improves Siam-
CAR by 2.5% AUC on OTBI100. Furthermore, hyper-parameters analysis
experiments show that DLA module hardly increases spatio-temporal com-
plexity, the proposed approach maintains the same speed as the original
tracker without additional overhead.

Keywords: Siamese network; label assignment; single object tracking; anchor-
based; anchor-free

1 Introduction

Generic object tracking, which automatically calculates the trajectory of an arbitrary target in a
changing video sequence, is a long-standing task in real-world computer vision applications such as
self-driving cars, aerial-view tracking, surveillance and human-computer interactions [1,2]. However,
the highly sought-after applications are limited by unpredictable object motion and appearance
variance.
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Deep learning has achieved great success and been applied to many real-world tasks such as object
detection [3], contextual analysis [4], disaster management [5], person Re-ID [6], and Vehicle Re-ID
[7]. In recent years, siamese neural networks have been widely used for visual object tracking. End-
to-end offline training on large-scale image pairs by developing Siamese-based tracking tasks as a
target-matching problem is a key to success [8]. The template patch and search region are the two
branches that make up most Siamese-based trackers. The two branches calculate the same function to
produce a similarity map where the template patch encodes object appearance information. However,
the similarity matching function only acquires the deep structural general relation between the two
branches and cannot cope with target scale and aspect ratio variations [9]. Thus, there are several
potential solutions proposed to address this issue and the development of the Siamese-based tracking
community is often accompanied by the enhancement of target state estimation fashions. Generally,
target state estimation is reduced to regressing the bounding box, which best fits the target in the
current frame. The existing methods may be summarized as multi-scale search, anchor-based, and
anchor-free regression. Early studies [10-15] represented by SiamFC [10] rely on the coarse target
localization provided by the similarity map, then use a brutal multi-scale test to estimate the object size,
which is inaccurate and time-consuming. SiamRPN tracker family [16—18&] introduces region proposal
network (RPN) [19], originally employed for object detection, into the object tracking community.
More concretely, they tile a group of predefined anchor boxes per location on the similarity map, and
simultaneously perform foreground-background classification and object bounding box refinement,
achieving a previously unseen performance. They have a deep influence on the next series of anchor-
based siamese trackers [20-23]. Later anchor-free siamese trackers [24-28] emerge in a multitude
tackling the object bounding box estimation in a per-pixel-prediction way, referring to FCOS [3] in
object detection, avoiding heuristic hyper-parameter tuning about the anchors.

Researchers tend to intuitively believe that the performance gap between anchor-based and
anchor-free trackers is obtained from different target state estimation fashions. However, a previous
study [29] shows that the essential difference between center-based anchor-free and one-stage anchor-
based detectors comes from the definition of positive/negative training samples. Greatly inspired by
this, we studied the impact of label assignment on the performance of the tracker and investigated
how to further enhance the performance without introducing additional overhead by reasonably
defining positive/negative training samples. In this study, to avoid loss generality, we use the classical
anchor-based tracker SiamRPN++ [18] and anchor-free tracker SiamCAR [26] as baselines. The two
representative trackers are simple in structure and outstanding in performance. Locating the center
point of the anchor box or grid cell corresponding to the search region is firstly needed to regress
the object-bounding box for both SiamRPN++ [18] and SiamCAR [26]. This follows that accurate
object state regression has a strong dependence on robust location classification. There are numerous
ways to enhance classification accuracy, but few studies w.r.t refining label assignment. Meanwhile,
the performance of SiamRPN++ [18] is very sensitive to the hyperparameter IoU threshold in
our experiments. Here, IoU is the area ratio of intersection over the union of the anchor box and
corresponding ground truth bounding box (g7). They define positive samples as loU > 0.6 while
negative samples as loU < 0.3. As stated in Cascade R-CNN [30] and Ocean [27], trackers trained
with a high IoU threshold vanish many positive samples, especially making it difficult to refine anchor
boxes whose overlap with the g7 is small. However, trackers with a low IoU threshold usually produce
noisy samples, ultimately leading to non-convergence in the training phase. It is natural to conclude:
the classifier tends to degrade the performance trained with a certain IoU threshold.

We analyze that labels should be assigned primarily according to gz rather than the prior
anchor box considering the distribution of the target and background for each search image in the
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training data is different. Thus, the IoU threshold should adjust dynamically to accommodate the
characteristics of the search images. In this study, we propose a novel dynamic label assignment (DLA)
module based on target statistical properties to fully fit the object tracking community referring
to ATSS [29] in object detection. This approach can adaptively define the dynamic IoU threshold
and reasonably select positive/negative training samples. First, we apply the statistical sample label
assignment approach to the field of object tracking. Additionally, to verify the effectiveness of the
proposed algorithm, we integrated DLA into two representatives anchor-based SiamRPN-++[18] and
anchor-free SiamCAR [26]. The major discrepancy with ATSS [29] is concentrated on the definition
of statistical parameters caused by different numbers of gz and feature pyramid levels. Fig. | shows
the existing scale or aspect ratio handling approaches and the corresponding label assignment results.
Extensive experiments conducted on multiple object-tracking datasets show that our approach can
bring performance gains in both SiamRPN++ [18] and SiamCAR [26]. Especially, the proposed
algorithm does not introduce any extra overhead to the inference phase, and hence, the speed can
remain consistent with the original trackers.

Multi-scale Search Anchor-based Anchor-free

— i

Figure 1: Popular scale and aspect ratio handing approaches and corresponding label assignment
results of multi-scale search, anchor-based and anchor-free. (For multi-scale search, mpositive rep-
resents positive sample labels; while for anchor-based and anchor-free, mpositive in the foreground
and mnegative in the background are shown as positive sample labels, mnegative in the foreground and
mpositive in the background are shown as negative sample labels, and oignore in the foreground and
oignore in the background are indicated as ignore sample labels.)

The primary contributions can be summarized in the following three folds.

1. We propose a novel DLA module to automatically define positive/negative training samples
based on the statistical characteristics of the target.

2. The DLA module is embedded in anchor-based and anchor-free siamese trackers with simple,
intuitive, and convenient designs. The only hyperparameter involved in DLA is proved to be
quite robust.

3. Extensive experiments on public benchmarks show that our DLA module can enhance the
performance of trackers without decreasing the inference speed.
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2 Related Work

Section 2.1 discusses the characteristics, categories and developments from multi-perspectives
of Siamese-based object tracking. Then we state the definition and importance of label assignment,
review current fixed label assignment strategies in object tracking community, and present attempts at
dynamic label assignment in object detection that may inspire our work in Section 2.2.

2.1 Siamese-Based Object Tracking

Over the past few years, current Siamese-based object trackers, leading to the co-occurrence of
superior accuracy and high speed, have achieved top-notch advances. Early Siamese-based trackers
resorted to multi-scale search [10] or sampling-then-regression strategies [11] to estimate the target
state. The former searches multi-scale regions in a single forward pass and then determines the object
size as the size level where the maximum response is located. The latter generates some bounding boxes
and selects the best one to regress more precise results. However, these approaches are fundamentally
limited because target state estimation is a complex task that requires high-level knowledge of targets.
Subsequently, many attempts have been made to refine the target state estimation. Particularly, anchor-
based trackers replace the traditional multi-scale search approach due to superior accuracy-speed
trade-off. Both pipelines perform a common paradigm: designing a classifier and regressor to solve the
location and regression tasks. Several trackers revolve around the two pillars since the seminal work
SiamRPN [16] was proposed. They enhance the performance of classifiers from various standpoints,
for example, replacing deeper backbone networks [23], adding attention mechanisms [22,31,37],
introducing a multi-stage tracker with a cascade architecture [21], emphasizing hard negative samples,
and so on [17,28,33,34]. However, the massive preset anchors rely on heuristic knowledge and manual
tuning of hyperparameters about the anchors. Thus, recently, elegant-yet-effective anchor-free trackers
[24-28] are proposed to address the issues caused by the use of anchors.

2.2 Training Sample Label Assignment

Label assignment is the task of defining a candidate anchor (or a grid cell in anchor-free models)
as a positive or negative sample. How to assign labels has been identified as a crucial factor that deeply
affects the classifier’s performance. We divide mainstream label assignment approaches into two major
categories: fixed and dynamic. Fixed label assignment can also be roughly divided into Distance-based
and IoU-based. Distance-based label assignment usually takes the distance from the center of gz as the
standard but is slightly different in the implementation details. For example, in SiamFC[10], the origin
o shows the center point of gz; (i, ) is any point in the response map; R is the L2 (Euclidean) distance
between (i,/) and o; R, and R, (R, < R,) is the specific value of R. The points in the response map
can be divided into three regions: [ (0 < R < R)), Il (R, < R < R;), and III (R > R,), named positive,
ignored, and negative samples, respectively. The positive sample region is shaped like a circle. The set
of positive samples in SiamCAR [26] is shaped like a rectangle and the ignored samples are not set.
SiamBAN [25] takes the object scale and aspect ratio into account and refines the label assignment
strategy using the ellipse shape of positive samples. loU-based label assignment dates back to faster-
RCNN [19] and has been employed in most trackers recently.

As the fixed label assignment strategies may cause suboptimal solutions for the various target
distributions, modern detectors are inclined to adopt dynamic label assignment employing adaptative
mechanisms. MetaAnchor [35] formulates anchor functions dynamically generated from the randomly
customized prior boxes thanks to weight prediction. GuidedAnchoring [36] introduces semantic
features to sparse and nonuniform anchoring schemes. Except for the redesign of the anchor prior,
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some studies [37-39] propose a soft-weighed sample approach for each anchor point. Additionally,
some studies [40-42] try seeing label assignments from different viewpoints. PAA [40] models the
anchor assignment as a maximum likelihood estimation based on the probability distribution. OTA
[41] formulates the label assignment procedure as an Optimal Transport problem, which has been well-
studied in optimization theory. PISA [42] ranks the examples based on their desired property (IoU or
classification score). This work demonstrates, if balanced properly, prime samples are more useful for
training compared to hard samples. MAL [43] selects the positive samples by jointly optimizing their
localization and classification scores. Zhang et al. [44] design a mutual labeling approach to reduce the
divergence between localization and classification. AutoAssign [45] presents a confidence weighting
module for the automatic assignment of each instance. ATSS [29] selects high-quality positive samples
by the dynamic IoU threshold. Above all, the detectors show that a proper dynamic label assignment
strategy plays a crucial role in algorithm performance, but there are still few relevant studies in
the object tracking field. Therefore, we elaborate on how the label assignment affects classification
accuracy. Then, we propose a DLA module and apply it to existing anchor-based and anchor-free
trackers.

3 Method

In this section, we develop a DLA module for tracking to better use the dynamic characteristics of
the training procedure. DLA is implemented on the anchor-based tracking algorithm SiamRPN++
[18] and anchor-free counterpart SiamCAR [26]. Our noteworthy insight is to adaptively select the
optimal IoU threshold based on the statistical properties of instances. In the following, we first
briefly revisit SiamRPN++ [18] and SiamCAR [26] on their original label assignment strategies.
Then, we show how DLA upgrades the performance of original algorithms by designing a novel
positive/negative training sample selection mechanism.

3.1 DLA in Anchor-Based Tracking

Fig. 2 shows the network architecture of the proposed DLA-SiamRPN++. The original
SiamRPN++ [18] feeds a pair of images into the siamese network and outputs a classification (cls)
map and a regression (reg) map. Meanwhile, the algorithm also produces a set of anchor boxes with
different aspect ratios to predict the labels of potential targets through the mentioned cls branch and
estimate coordinates of potential targets with the reg branch. In the training phase, we should first
define positive and negative training samples and then use the positive training samples for regression.
As for the original SiamRPN++ [18], the approach to identify positive and negative samples follows
Faster R-CNN[19], labels serving as supervisory signals are assigned according to anchors overlapping
with gz. Formally, the paradigm can be formulated in the following way:

1, U(‘IOU > thln‘gh
label = 10, if IoU < th,,, (1)
—1, otherwise

where IoU is the matching degree between gt and anchors. th,,, and th,, represent the constant
thresholds, which are typically set to 0.6 and 0.3. Positive, negative, and ignored samples are labeled
as 1,0 and —1. Additionally, one training pair selected 64 samples, of which up to 16 were positive
samples.
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Figure 2: Network architecture of the proposed DLA-SiamRPN++

Given our previous analysis, the heuristic approach to picking positive and negative samples may
not be appropriate as the IoU thresholds are empirically selected and fixed for all targets, regardless
of their scale and aspect ratios. Therefore, we introduce a DLA module to mitigate the problem of
hand-picked priors. Algorithm 1 describes the completed procedure of DLA. The detailed steps are as
follows:

Step 1: R, (xg, yg) and R, (x,,y,) show the center point coordinates of gz and random anchors,
respectively. d (R,, R,) represents the L2 distance between the two points.

d (Rg’ Ra) = \/(xa - xg)2 + ( a yg)2 (2)

We select top-XC anchor points from A with the lowest d (Rg, Ra). There are w - h anchor points on
the classification feature map A%, and each anchor point tiles m anchor boxes with different aspect

ratios {1: 3,1:2,1:1,2: 1,3: 1}. The total number of selected anchor boxes is m/C. Previous studies
[29,40,41] have sufficiently demonstrated that K is an insensitive hyperparameter.

Step 2: Compute the IoU between the selected anchors and gt as I, in Line 5.

Step 3: Compute the mean and standard deviation of the IoU results 7, as M, and V, in Lines 6
and 7.

Algorithm 1: Dynamic label assignment (DLA) in SiamRPN++
Input:
7 is an input image
A is a set of anchors
G is the gt annotation for the object within 7
K is a hyperparameter with a default of 9
Output:
P is a set of positive samples
N is a set of negative samples
J is a set of ignored samples
I: PN,3 < @;
2: Build an empty set P, for recording the candidate-positive samples of the gt: P, < &;
(Continued)




CMC, 2023, vol.75, no.1 1627

Algorithm 1: Continued

: S < Select top-mK anchors from A with lowest d (R, R,); ® Eq. (2)
: P,=SUP,;

: Compute IoU between P, with gt: I, = IoU (P,, g1);

: Compute mean of I,: M, = Mean (I,);

Compute the standard deviation of I,: V, = Std (I,);

: Compute IoU threshold for gt: T, = M, + V;

: for each selected anchor p € P, ~ do

10:  if IoU (p, gt) > T, and the center of p in gt then

11: P=PUp;
12: end if
13: end for

14: num (N) : num (P) =4: 1
15: Random_sample (N, 3) and NUI =A - P
16: return P, N, 3

Step 4: The IoU threshold can be statistically expressed as 7, = M, + V, in Line 8. IoU mean
M, shows how well the selected anchors match the gz. The quality of the selected anchors is positively
associated with the value of M,. IoU standard deviation is employed to select the most appropriate
feature pyramid level to detect the object. However, in object tracking, the feature pyramid network
is not applied. We conduct layer-wise feature aggregation to achieve rich hierarchical representations
instead. Features output from each layer has the same spatial resolution due to our modification of the
ResNet-50 backbone. We obtain the final single feature map after weight fusion. Therefore, we have
only one total IoU standard deviation V,. We use the sum of mean M, and standard deviation V, as
IoU threshold 7, to depict the statistical characteristics of the target.

Step 5: The top-mK anchors whose IoU with gf are equal or greater than 7, can be identified as
positive samples in Lines 9 to 13. Meanwhile, we should also follow the center prior guideline that
the center of the positive sample is limited to gz in Line 10. We find that forcing trackers focus on
center areas of objects can help stabilize the early stage of the training process and lead to superior
final performance.

Step 6: The rest of the anchors from A are randomly composed of negative and ignored samples.
To alleviate the sample imbalance, the number of negative samples is usually set to four times the
number of positive samples. The cross-entropy loss for classification is

1 w h m
Lo = whom Z Z Z [y(i,/',k) - logF + (1 - )’(W)) : log]-"] 3)

=1 j=1 k=1

F = Ay, (.j.k). “)

where F is the value of any anchor on the classification feature map and y,;, is the label of that anchor.
Positive, negative, and ignored samples are labeled as 1, 0, and —1. Ignored samples are not involved
in the computation of the classification loss as described above.

DLA shows the design criteria for the classification labels, and the regression labels follow the
spatial transformation relationship between positive samples and g.
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3.2 DLA in Anchor-firee Tracking

Fig. 3 shows the network architecture of the proposed DLA-SiamCAR. SiamCAR [26] primarily
has two innovations in network architecture. It is generally appreciated that reasoning with fused layers
of deep neural networks can capture rich hierarchical features, where low layers retain fine-grained
visual attributes that are robust to precise localization and high layers encode semantic information
that is indispensable for discrimination. Both SiamRPN++ [18] and SiamCAR [26] use multiple
features extracted from the last three residual blocks of ResNet-50. In contrast to SiamRPN++
[18] feeding the three extracted features into the RPN head and performing layer-wise aggregation
with a weighted sum strategy after learning classifiers and regressors individually, SiamCAR [26]
concatenates the three extracted features as a unity immediately and then the fused feature map is
fed into a classification-regression head after the dimension-reduction operation to predict objects.
The adjustment of SiamCAR [26] achieves more consistent operations with conventional CNN, which
divides the network into two parts, the backbone to extract features and the head to solve specific tasks.
Through the adjustment, the number of parameters is greatly reduced; thus, the computation can be
accelerated. Another improvement is that SiamCAR [26] adds a center-ness branch in parallel with the
classification branch to filter out the low-quality bounding boxes. The center-ness branch describes
the normalized distance between the location and the center of the target, reducing the weights of the
bounding boxes away from the target.

25%x25x2

A
\$‘°°b
xef . —P
/ 7x7x768 3 classification map
T r
‘ G 25x25x%1
O
) 50 center-ness map
e 25%25x768 25x25%256
—p |

/.."” 31x31x768 m 25%25x4
) 25%x25x256 regression map
ol [ comoltionLayers [l Featwes (@ Depth-wise Cross Correlation

Figure 3: Network architecture of the proposed DLA-SiamCAR

The original SiamCAR [26] uses a distance-based label assignment approach, and the details are
as follows. Each element in the classification map can be mapped back to the input search region,
and each search region marks a gt for the target. The width, height, and center point of the gz are
represented by w,, A, (X,., v,.). With the center, width, and height are (x,.,y,.), 0.6w,, and 0.6/,, we
can generate a rectangle Re. They consider elements of the classification map within the region Re to
be positive samples. The rest elements that fall outside the region Re are assigned with negative labels.
No buffer is set to ignore some ambiguous samples. As stated earlier, anchor-based trackers regard
the element as the center of multiple anchor boxes with different aspect ratios, and these anchor boxes
regress the target bounding boxes as references. Unlike them, SiamCAR [26] belongs to the anchor-
free tracker, which directly regresses to the target bounding box on the element. The regression map
is a 4D real vector that includes the distances from the center of the search region to the four sides
of gt. We argue that this approach can partly reflect the size of the target, but there is still a certain
gap with the dynamic label assignment strategy in terms of adaptively defining the positive/negative
training samples.
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Thus, we introduce a DLA module similar to Section 3.1 and modify it to fit the anchor-
free algorithm SiamCAR [26]. The top-K anchor points are selected according to their closest L2
distance to the center of gr. Tile an anchor box at each selected anchor point. A previous study
[29] demonstrated that anchor setting is robust to aspect ratios, and hence we chose the simple and
representative anchor boxes with the size 64 x 64 (scale = 8, stride = 8, aspect ratio = 1:1). After that,
we compute the IoU between the selected X anchor boxes and g#, and further compute IoU mean and
standard deviation. The IoU threshold is the sum of the mean and standard deviation. Finally, the
anchor points whose corresponding anchor boxes IoU are greater than or equal to the IoU threshold
are defined as positive samples. Notably, the positive samples were limited to gz. The remaining anchor
points are randomly defined as negative samples or ignored samples and restrict the number of negative
samples to four times positive samples. Positive, negative, and ignored samples are labeled as 1, 0 and
—1.

4 Experiments
4.1 Implementation Details

Training. We implement the proposed approach using PyTorch on a server with Intel(R) Xeon(R)
Gold 6246 CPU @ 3.30 GHz and four NVIDIA RTX 2080ti GPUs with CUDA 10. The implemen-
tation details for our DLA-SiamRPN++ and DLA-SiamCAR algorithms remain consistent. Since
the model requires pair-wise inputs, we randomly pick two images from the sequences containing the
same object and extract the template patch and search region of 127 x 127 and 255 x 255 pixels
respectively. The image pairs are normalized by the per-color mean (mean = [0.485, 0.456, 0.406]) and
standard deviation (std = [0.229,0.224,0.225]) according to the practice of [46]. Next, we also apply
data augmentation operations, including random translations, blur, stretch and color jitter. Processing-
completed image pairs are known as training samples.

Network architecture. We adopt the modified ResNet-50 [46] as our backbone and initialize the
pre-trained parameters on ImageNet during the training phase [47]. For other parameters, the weights
are initialized with Kaiming algorithm [48] and the biases are initialized to zero. We optimize the
final parameters by SGD. The large-scale public training datasets of COCO [49], VID [47], DET [47],
LaSOT [50], GOT-10k [51], YouTube-BB [52] and TrackingNet [53] are used to train the network end-
to-end, which yield 6 x 10° image pairs for one epoch. There are 20 epochs in total. We optimize the
final parameters by SGD and employ the learning rate with a warm-up. Notably, the weights of the
backbone network are frozen until the 11" epoch.

Evaluation. After data augment, the first frame of the video with gz is processed as a standard
template patch, which remains fixed throughout the inference phase. We adopt the same online
tracking strategy as SiamRPN++[18] in the inference phase. We evaluate our algorithms using current
state-of-the-art trackers on object tracking benchmarks OTB100 [54], UAV123 [55], VOT2019 [56]
and LaSOT [50], following corresponding protocols for experiments. All the employed datasets are
summarized in Table 1.
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Table 1: A summary of the employed datasets in terms of type, scale and other features

Dataset Type Train Test Object instances  Object classes  Frame rate
COCO [49] Image 123K/ 0.5M 80 /
ImageNet DET [47] Image 456K / 0.47M 200 /
ImageNet VID [47] Video 54K / 2.7M 30 30
LaSOT [50] Video 1.12K 280 3.3M 70 30
GOT-10k [51] Video 9.34K / 1.5M 563 10
YouTube-BB [52] Video 240K  / 5.6M 23 1
TrackingNet [53] Video 30K / 14M 27 30
OTBI100 [54] Video / 100 59K 16 30
UAV123 [55] Video / 123 113K 9 30
VOT2019 [56] Video / 60 19.9K 30 30

4.2 Results on OTBI100

Performance Index. The OTB100 [54] public dataset is a widely employed classical benchmark
for evaluating the performance of single object trackers and contains 100 challenging sequences with
significant variations. We use a standard one-pass evaluation success rate and precision as evaluation
metrics. We simultaneously compute the IoU between the predicted bounding box and gz and the
distance of their central locations for each frame. As illustrated in Fig. 4, we obtain the success plot
by computing the success rate at a threshold varying from zero to one and measure the final success
score by the area-under-curve (AUC) of the plot, and the precision plot is obtained similarly and
measures the threshold at 20 pixels as the final precision score. We compare our DLA-SiamRPN++
and DLA-SiamCAR with several state-of-the-art trackers, i.e., SiamRPN++ [18], SiamRCNN [57],
SiamCAR [26], RBO [58], SiamFC++ [24], DaSiamRPN [17], ATOM [59] and SAOT [60]. DLA-
SiamRPN-++ can rank 2nd, especially outperforming the baseline SiamRPN++ [18] with relative
improvements of 1% in success and 0.5% in precision. Furthermore, DLA-SiamCAR outperforms
the baseline SiamCAR [26] with relative improvements of 2.5% in success and 0.6% in precision.
This shows that the DLA module has effective improvement on their corresponding top-performing
algorithms.

4, Success plots of OPE on OTB100 ,_Precision plots of OPE on OTB100
09 F 1 09k
o8} 08} ——— SAOT[0.926] 1
07 || s SAOTI[0.714] - o7k — =~ DLA-SiamRPN++ [0.920] | |
£ ol = DLaSiamRPN ++ 0706 < 06 SiamRPN++ [0.915]
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Figure 4: Success and precision plots on the OTB100 dataset



CMC, 2023, vol.75, no.1 1631

To further validate the effectiveness and generality of the DLA module, we perform more
comparative experiments by exploring two new baselines, CoSiamRPN [61] (an anchor-based tracker
with EfficientNet-B0 [62] backbone) and SiamFC++ [24] (an anchor-free tracker with GoogLeNet
[63] backbone). The results of OTB100 [54] dataset in terms of the success AUC score and precision
score are shown in Table 2. We observe that our proposed DLA module achieves consistent AUC
improvements on all trackers with different backbones, which demonstrates its universality.

Table 2: Results of different trackers on OTB100 dataset

Method Backbone AUC Prec
Anchor-based trackers

SiamRPN++ [1§] ResNet-50 0.696 0.915
CoSiamRPN [61] EfficientNet-BO 0.684 /
DLA-SiamRPN++ ResNet-50 0.706 (+1%) 0.920
DLA-CoSiamRPN EfficientNet-BO 0.687 (+0.3%) 0.899
Anchor-free trackers

SiamCAR [26] ResNet-50 0.657 0.878
SiamFC++ [24] GoogleNet 0.682 0.896
DLA-SiamCAR ResNet-50 0.682 (+2.5%) 0.884
DLA-SiamFC++ GoogLeNet 0.684 (+0.2%) 0.896

Attribute Analysis. To address the different aspect challenges in the tracking process, all test videos
in OTB100 [54] are manually labeled with 11 specific attributes, i.e., [llumination Variation (IV), Scale
Variation (SV), In-Plane Rotation (IPR), Out-of-Plane Rotation (OPR), Background Clutters (BC),
Deformation (DEF), Occlusion (OCC), Fast Motion (FM), Motion Blur (MB), Low Resolution (LR),
and Out-of-View (OV). As shown in Fig. 5, we further evaluate the success rate of the above algorithms
under all 11 specific attributes to verify the performances of our algorithms in detail. Success rate
is the most important metric, the greater the success rate, the better the performance. In almost all
challenging scenarios, the proposed DLA-SiamRPN++ outperforms its baseline SiamRPN++ [1§]
in almost all of the attributes, and the DLA-SiamCAR is also much better than the corresponding
baseline SiamCAR [26]. DLA-SiamRPN++ and SiamRPN++ [18] can better handle the challenges
except for LR and OV than DLA-SiamCAR and SiamCAR [26]. This is because variations in target
appearance account for a large proportion of these video sequences. The rest nine attributes are more
prone to variations in target shape and pose. The phenomenon suggests that DLA-SiamRPN++ and
DLA-SiamCAR have their strength in addressing the challenges of object tracking.

Qualitative Evaluation. We visualize the tracking results on certain sequences from OTB100 [54]
due to the limited length of the paper to qualitatively showcase the performances of the proposed
approaches. Fig. 6 visually compares the findings of other recent state-of-the-art trackers: ATOM [59],
SiamRCNN [57], SiamRPN++ [18], and SiamCAR [26]. The numbers in the top left corner of the
legend show the order of the sequence frames. Furthermore, corresponding video results are provided
at video URLs to check the quality of the trackers over time.
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Figure 6: Visualization results comparing our methods with their baseline and other top-performing
trackers
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From the cases of Figs. 6a—6c, the baseline SiamRPN++ [18] tends to drift from the object
when similar background clutters are represented around the object. However, the proposed DLA-
SiamRPN++ can closely keep up with the objects facing the same scenarios. DLA-SiamCAR
successfully follows the object while SiamCAR [26] fails, including the very challenging sequences
illustrated in Figs. 6d and 6e. It is verified that DLA-SiamCAR [26] can further enhance the overall
performance of SiamCAR [26]. These findings validate the superior tracking effectiveness of our
proposed DLA modules as supplements to Figs. 4 and 5.

A plausible explanation is that the label assignment approaches of SiamRPN-++ [18] and
SiamCAR [26] typically cause them to mistakenly define adjacent pixels as positive samples, thus,
identifying the distractor as the same object. Comparatively, the DLA module may enrich global
information to generate robust appearance features and adaptively define positive and negative
samples customized for each object and achieve precise localization.

4.3 Results on UAV123

UAV 123 [55] contains 123 low-altitude aerial sequences with more than 110K frames. Inherently
different from the current popular tracking benchmark, UAV123 [55] features fast motion, occlusion,
illumination variations, and small objects. This benchmark is designed for UAVs, which are a
major application of tracking algorithms. We compare DLA-SiamCAR and DLA-SiamRPN++
with other four recent prevailing trackers, including DaSiamRPN [17], SiamBAN [25], SiamCAR
[26], SiamRPN++[18], SiamRPN [16], ECO [64] and DiMP [65] as shown in Table 3. Specifically,
our DLA-SiamRPN++ achieves an AUC success score of 0.641 and a precision score of 0.847,
suppressing baseline SiamRPN++ [18] by a significant margin. DLA-SiamCAR outperforms its
baseline SiamCAR [26] on both success rate and precision.

Table 3: Success and precision comparison with state-of-the-art trackers on UAV123. The DLA-
enhanced and baseline results are highlighted in red and blue fonts, respectively

Trackers Success rate Precision
DaSiamRPN [17] 0.586 0.796
SiamBAN [25] 0.631 0.833
SiamCAR [26] 0.614 0.760
DLA-SiamCAR 0.624 0.833
SiamRPN++ [18] 0.613 0.807
DLA-SiamRPN-++ 0.641 0.847
SiamRPN [16] 0.557 0.710
ECO [64] 0.525 0.688
DiMP [65] 0.643 0.791

4.4 Results on VOT2019

Next, we evaluate the 2019 version of the Visual Object Tracking challenge (VOT2019 [56]),
consisting of 60 public sequences. We employ accuracy, robustness, and Expected Average Overlap
(EAO) as metrics. Accuracy measures the average loU between the predicting bounding boxes and gz.
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Robustness is the number of tracking failures. EAO can be seen as a primary measure that
comprehensively combines the above two metrics in a principled way. Trackers are restarted at failure
following the evaluation protocol of VOT2019. Fig. 7a illuminates the EAO rank of eight trackers:
our DLA-SiamRPN++, SiamRPN-++ [18], SiamMask [66], SiamBAN [25], DiMP [65], ATOM
[59], SPM [20], SA_Siam [ 5] and SiamDW_ST [23]. Based on the value of EAO, the tracker in the
right-most has the highest performance. Our approach ranks third and exceeds by 5.9% compared
with the baseline SiamRPN++ [18]. DLA-SiamRPN++ achieves the highest accuracy but only
gets the third robustness, as illustrated in Fig. 7b. The value of robustness in Fig. 7b undergoes
mathematical processing for better presentation by exp (—0.01 x S x R) where S is the number of
frames continuously tracked and R is the tracking failure rate. Particularly, our approach DLA-
SiamR PN++ outperforms the baseline SiamRPN++[18] in terms of accuracy, robustness, and EAO,
thus, demonstrating the effectiveness and efficiency of the introduced DLA module.
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Figure 7: Comparison with state-of-the-art trackers on the VOT2019 dataset. (a) Expected average
overlap performance ranking; (b) A-R plot for the experiment baseline generated by sequence pooling

4.5 Results on LaSOT

LaSOT [50] is a large-scale, high-quality, dense-annotation, and long-term dataset with 1400
sequences, 70 categories, and 3.5 million frames. Additionally, the benchmark sets up plenty of
challenges from the wild such as the object can be out-of-frame and then reappear in the view, so
the evaluation platform is convincing and truly shows the performance of trackers. We trained our
approach on the LaSOT [50] training subset and tested it on the LaSOT [50] test subset. Success
rate and normalized precision are used as evaluation metrics. Fig. 8 shows the overall performance
of trackers. Our DLA-SiamRPN++ ranks top both in success rate and precision, further validating
that our DLA module can realize superior performance in long-time tracking even without the model
online update.
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Figure 8: Success and precision plots on the LaSOT dataset

4.6 Hyper-Parameter Analysis

We conducted a series of experiments to investigate the robustness of the only hyperparameter
K w.r.t DLA. We use different values of K to train the tracker, as illustrated in Fig. 9a. The vertical
coordinates P represent the mean of the statistical number of positive samples after 20 epochs of
training (with 600,000 sequences per epoch). Experimental findings reveal that the values of P range
from 3 to 4. This shows that the number of positive samples can remain stable even if the magnitude
of I change is large. Fig. 9b illustrates the variations of P at different epochs when K =5, 11, 17, 23.
The findings show that the value of P changes gently with constant . In summary, DLA-SiamCAR
1s quite insensitive to X from 7 to 19 and then we can conclude that the proposed DLA module can be
nearly seen as hyperparameter-free.
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Figure 9: (a) Analysis of different /C on training datasets. P shows the mean of the statistical number
of positive samples after 20 epochs of training (with 600,000 sequences per epoch). (b) Variation in the
number of selected positive samples vs. the epoch when I = 5, 11, 17, 23. The figures illustrate that
the proposed DLA module can be nearly seen as hyperparameter-free
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4.7 Speed Comparison Analysis

Training speed comparison. We evaluate the training cost of the DLA module from two perspec-
tives: training time and training loss. The comparative results between DLA-SiamRPN++ and its
baseline SiamRPN++ [18] are shown in Fig. 10. There are 20 epochs in total. Each epoch hosts 6 x 10°
training pairs.
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Figure 10: Results for training cost comparison between DLA-SiamRPN++ and SiamRPN-++
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We set the mini-batch size to 120 so that one epoch enquires 5000 iterations.

As shown in Fig. 10a, the training time varies linearly with iterations. Specifically, the inflection
point (iteration =5 x 10*) means the training speed has changed at the 11™ epoch. The reason for the
speed change is that the backbone network parameters are frozen for 10 epochs before the backbone
joins the training at the 11" epoch. For SiamRPN++ [18], 0.624 s per iteration from epoch 0 to 10
and 1.63 s per iteration from epoch 11 to 20. For DLA-SiamRPN++, 0.60 s per iteration from epoch
0 to 10 and 1.62 s per iteration from epoch 11 to 20. This suggests DLA module can slightly improve
the training speed of SiamRPN++ [1£].

Similarly, we present the comparative results between DLA-SiamCAR and its baseline SiamCAR
[26] in Fig. 11. Notably, the model parameter of SiamCAR [26] is 5.58 M, which is less than 17.25 M
of SiamRPN++ [18]. We set the mini-batch size to 256 so that one epoch enquires 2343 iterations. For
SiamCAR [26], 1.24 s per iteration from epoch 0 to 10 and 3.33 s per iteration from epoch 11 to 20.
For DLA-SiamCAR, 0.99 s per iteration from epoch 0 to 10 and 2.61 s per iteration from epoch 11 to
20. DLA module achieves large speed improvements on SiamCAR [26], indicating that DLA module
is more effective than the fixed label assignment strategy.

DLA module is a two-step selection mechanism. The first step selects candidate samples according
to the Euclidean distance between training samples and gz, and the second step selects positive/negative
samples based on the mean and standard deviation of candidate samples. Although this process
requires additional computation, the number of positive samples involved in the loss computation
is refined, ultimately reducing the training cost.

Figs. 10b and 11b show no significant differences in the training loss trajectories after the
introduction of the DLA module.
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Figure 11: Results for training cost comparison between DLA-SiamCAR and SiamCAR

Inference speed analysis. We state that the speed of the object tracking algorithm with the DLA
module can be consistent with the original algorithm. Fundamentally, the DLA module that helps
implement a superior model will only affect the training phase. Next, we load the trained model to
test the performance of the object tracking algorithm. Since the algorithm framework is the same in
the inference phase and the values of the loaded model parameters are the only difference, so the test
speed is naturally the same as the original algorithm.

5 Conclusion

In this study, we propose a novel dynamic label assignment module, called DLA, to adaptively
select positive and negative training samples based on the statistical characteristics of objects. Then,
we apply the DLA module to anchor-based and anchor-free trackers. Extensive experiments show that
the DLA module can enhance the performance of object trackers and maintains the same tracking
speed as the original algorithms. Meanwhile, we experimentally proved that the number of positive
samples ultimately selected by the training model is maintained at about three at different IC values.
To summarize, we can state with certainty that DLA is simple, effective, and hyperparameter-free.
Thus, how to apply a more label assignment approach in the object-tracking community should be
further investigated in the future.
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