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Abstract: Recently, digital images have become the most used data, thanks to
high internet speed and high resolution, cheap and easily accessible digital
cameras. We generate, transmit and store millions of images every second.
Most of these images are insignificant images containing only personal infor-
mation. However, in many fields such as banking, finance, public institutions,
and educational institutions, the images of many valuable objects like 1D
cards, photographs, credit cards, and transaction receipts are stored and
transmitted to the digital environment. These images are very significant
and must be secured. A valuable image can be maliciously modified by an
attacker. The modification of an image is sometimes imperceptible even by the
person who stored the image. In this paper, an active image forgery detection
method that encodes and decodes image edge information is proposed. The
proposed method is implemented by designing an interface and applied on a
test image which is frequently used in the literature. Various tampering attacks
are simulated to test the fidelity of the method. The method not only notifies
whether the image is forged or not but also marks the tampered region of
the image. Also, the proposed method successfully detected tampered regions
after geometric attacks, even on self-copy attacks. Also, it didn’t fail on JPEG
compression.
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1 Introduction

Written texts are the most important sources of information for people in history. In today’s world,
the creation and distribution of visual media have become easier. People who interact with visual media
tend to believe what they see, not what they read. It can be said that images are the most important
source of information and they are the means of conveying information in today’s world. Images are
used on almost all platforms. Today, digital images are used in many fields, such as social media, law,
industry, marketing, and medicine. Due to their widespread use, digital images are often manipulated
and misused. The malicious manipulation of digital images to deceive people is called digital image
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forgery [1]. Forgery aims to make changes in the image without leaving a trace; that is, the changes
made in the image are not easily detected [2].

In the days before digital photography, it was very difficult to modify an image. To create a forged
photo, more than one photo or negative had to be cut, overlapped, and pasted [3]. The first image
forgery in the literature is the fake photograph in which a French photographer named Hippolyte
Bayard portrayed himself as a suicide victim in 1840 [4]. In another example, in 1860, after the Civil
War in the USA, a forged image was distributed in which the head of Abraham Lincoln was placed
over the body of vice president John Calhoun, who died in 1850 [5]. These forgeries are shown in Fig. 1.

b

Figure 1: Image forgery before digital photography

With technological advances, almost all photographs are now created, stored, and transmitted
digitally. In recent years, high-resolution cameras have become so cheap that many people can easily
obtain them [0]. Powerful image processing software such as Adobe Photoshop, GIMP, Paintshop
Pro, HitFilm Express, and Corel Paint are developed to edit digital images on the computer [7,8]
Some of this software are paid and some are free [3]. Captured images with mobile phone-integrated
high-resolution cameras can easily be edited with free software such as Google Photos, Snapseed, and
Photoshop Express, and they can be sent end-to-end on the internet. These facilities enable even non-
experts to do image forgery today. The use of forged images in e-mails, social media platforms, political
campaigns, magazines, the fashion industry, and media organizations is increasing day by day [&]. This
situation causes a decrease in trust in visual media. The forged images are mostly not detectable by the
human visual system (HVS). Generally, whether an image is forged or not, there is nothing to worry
about until it causes harm [3].

The most commonly used methods for image forgery can be expressed as copy-move attacks,
image splicing attacks, retouching attacks, cropping attacks, and scaling attacks. The image forgery
method, in which part of an image is copied and pasted into another part, is called copy-move forgery.
Itis also referred to as “cloning forgery” in the literature [2]. The purpose of this method is to hide a part
of the image [1]. Since the copy-paste operation is performed on the same image, the basic properties of
the image, such as noise, color, and texture do not change. Therefore, it is quite difficult to detect copy-
move forgery [2]. In some forgery techniques, part(s) of one or more images are copied and pasted into
another image [7]. These techniques are called “image splicing forgery”. Professional software such as
Photoshop is used to perform this forgery. Because the source and target images are different, the
high-order Fourier statistics of the forged image are generally distorted [2] and forgery can be detected
by pattern analysis [1]. Techniques in which the integrity of the image is not damaged but the image
is enhanced and improved, are called “retouching forgery”. In these techniques, operations such as
smoothing, sharpening, and brightness and/or contrast changes can be performed on the whole or
certain parts of the image. They are often used by photo editors to make the image more attractive [1].
There may be undesirable regions in some images, especially near the frame. The center of the image
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is magnified to remove these parts from the image. These forgery techniques are called “cropping
forgery”. Especially in images with an embedded watermark or steganographic information in the
spatial domain, the size or geometry of the image can be changed to destroy the hidden information.
This type of attack is called a “scaling forgery”. Scaling forgery covers operations such as up-sampling,
down-sampling, mirroring, skewing, and seam carving [3].

A forged image can be considered an original image by anyone as long as it is harmless. However,
when an image causes harm, the image must be examined for forgery. Finding out whether the image
has been manipulated is important to compensate for the damage caused by the image. The image may
have been the subject of a court, news, insurance, or medical procedure [60]. There is a need for reliable
methods that examine whether the image is original or manipulated [3]. In addition, if the image has
been manipulated, the detection of the manipulated region is also important [3] and it is very difficult to
detect [7]. The methods that perform these operations are called image forgery detection methods. As
new image forgery detections are proposed, anti-forensic forgeries develop new image forgery methods
to evade these techniques. Therefore, new image forgery detection techniques need to be constantly
developed.

Image forgery detection methods are examined in different categories according to the detection
approach. Let I be an image with m rows and n columns. I is composed of mn pixels, and the intensity
of each pixel is expressed in 8 bits; that is with 28 = 256 different intensity values. Assuming the 7 image
is randomly generated, 256" different images can be generated. Assuming that the / image consists of
10 x 10 pixels, 256'"!° different 7 images can be generated. However, most of the randomly generated
I images are meaningless, and HVS can easily distinguish whether the image is real or not [§]. Image
forgery detection methods that predict the statistical meaninglessness of images are called “statistical
forgery detection methods”. Some images may be lossy compressed with algorithms such as JPEG
after being manipulated. Forgery detection on these images is very difficult and it is performed with
format-based forgery detection methods. Some images are marked with special marks by the camera
from which they were captured, just like the muzzle trace of the bullet coming out of the gun’s barrel.
These signs can be sensor noise, camera filter array, chromatic signs, etc. The methods that detect a
forgery in an image using these signs are called “camera-based forgery detection methods”. Apart from
these, many methods are used to detect image forgery by using physical properties such as brightness,
the direction of light, and contrast, or geometric properties such as focal point [2].

Image forgery detection techniques are divided into two classes: active and passive techniques.
Active techniques need information that is already embedded in the image [9]. This information is
a watermark or digital signature. While performing forgery detection, it can be decided whether
the image is forged by checking the integrity and authenticity of the previously placed confidential
information. In the digital watermarking method, I, is created by encoding the watermark W into the
original image I before the image is distributed. In the forgery detection stage, the watermark encoded
in [, is extracted as W,, and the similarity between W and W, is checked. The amount of similarity
makes it possible to decide whether the image has been forged or not. In digital signature methods, the
unique features of the original image are extracted as soon as the image is created. To detect forgery, the
digital signature is reproduced from the image, which is taken from the distributed environment, and is
compared with the original one [10]. Since active methods involve similar procedures, their advantages
and disadvantages are also similar. Passive methods are also called blind methods or forensic methods
and do not require pre-processing for image forgery detection. If there is particular information about
the device that creates the image, such as a camera or scanner, we simply focus on identifying the
image source. Generally, the device that produces the image stores some self-information, such as
brand, model, manufacturer, image size, exposure time, and JPEG quantization matrix, as the image
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title data. If the title of the image is corrupted, it can be said that the image is forged [10]. If there is no
prior information about the capturing device, we usually process the statistical data of the image. A
manipulated image is most likely deconstructed and has various inconsistencies [0]. Passive techniques
are applied based on pixels in the spatial domain or wavelet transforms in the frequency transform
domain [1].

In this study, we proposed an active forgery detection method. Active methods check the
authenticity of the image by looking at the integrity of the extracted watermark or digital signature.
If the watermark is spread over the entire image, it can be easily recognized that there is a watermark
in the image. This is a negative situation for digital image security. Also, most parts of the watermark
may be distorted when geometric transformation or compression operations are applied to the image.
In this case, the image may be detected as forged even if its integrity is not compromised. In this
study, an active image forgery detection method is proposed that hides a very small and imperceptible
watermark data only at the important points of the image, so that it can distinguish the real image in
attacks that do not destroy the image integrity, and can also detect the forged region(s).

2 Proposed Method

A disadvantage of passive forgery detection methods with digital watermarking is that forgers can
detect pre-processed images if the same watermark is embedded in all images during the preprocessing
stage. A watermark can be perceived by the HVS when it is embedded in the frequency domain with an
average watermark strength factor. A watermark embedded in the spatial domain is not easily detected
by HVS and does not cause a significant change in the statistical values of the image. One of the most
important pieces of information that reflects the details of an image is the edge data of the image.
In this paper, we propose a new method that creates and embeds a specific watermark that contains
particular edge information of the image. We used Lena’s image as the distributed test image. We
applied various image forgery techniques to the test image and evaluated the success of the proposed
forgery detection method. The flow chart of the proposed method is shown in Fig. 2.

Pre-processing
)

Checking

Edge detection
Embedding

Figure 2: Flow chart of the proposed method
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2.1 Pre-Processing

In the pre-processing phase, a pre-processed image is obtained by applying a series of operations
on the original image. These operations are mapping the edge matrix of the original image, separating
the image into color channels, and embedding the edge map into the corresponding color channels,
respectively. The resulting image obtained at the end of these processes is aimed to be at a minimum
distance from the original image, and it is ready to be distributed in an insecure digital environment.

2.1.1 Edge Detection

The sudden change in intensity while moving linearly in one direction over an image is called
an edge [11]. The edge is the transition point from one piece of information to another one on the
image. The methods that connect these points and localize the edges are called edge detection methods.
An edge detection algorithm is based on the original image and locates the edge by obtaining the
differentiation of the obvious gray changes in the image and it uses the gradient changes between the
light and the shade [12]. Edge detection is frequently used in image processing applications to separate
objects on the image from each other [13]. Edge detection is performed with different methods such as
gradient sensitivity, object function, artificial neural network, Bayesian approach, wavelet transform,
morphology, genetic algorithm, etc. The most widely used edge detection methods are classical
methods such as Robert, Sobel, and Prewitt, which obtain gradients by processing neighboring pixels
[14]. These methods use kernel matrices of different sizes depending on the application to obtain the
gradient. These matrices are called “kernel” or “edge detection operators”. Edge detection is difficult
on noisy images because the edges in such images contain high frequencies. Attempting to reduce noise
may cause distortion or blurring of edges [15]. Conventional operators are sensitive to noise, but they
cannot prevent interference [16]. The Canny operator is often used in applications that require a high
signal-to-noise ratio (SNR) and detection sensitivity. Therefore, the Canny operator for edge detection
is used in the method proposed in this paper.

The Canny operator is proposed by J. F. Canny [17] and is mentioned in the literature as a multi-
scale optimal edge detector [12,18]. The main goals of the Canny algorithm are a low error rate, a
minimal difference between real edge pixels and calculated edge pixels, and a single response to an
edge. Let I be a 24-bit color image consisting of m rows and n columns to be preprocessed. For edge
detection, the image needs to be monochrome. Therefore, the I(m, n) image is configured as a S(m, n)
grayscale image (Fig. 3).

Smn)={x,yll<x<ml<y<n},x,ye{0,1,2,...,255}

()
Figure 3: (a) I(m, n) (b) S(m, n)
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To remove possible noise in the S image, a two-dimensional Gaussian filter is applied to obtain a
smoothed S image

_ m2 +}’l2

e 22

S (m,n) =
(m, n) 2w o?

Here, o denotes the standard deviation, which refers to the amount of smoothing on the image. If
the o value is less than 0.3, the Gaussian smoothing will have no noise reduction effect on the image
[19]. If the o value is selected to be greater than 2.5, the edges in the image can be softened so that they
cannot be detected. Therefore, it is much better to choose the value of o between 0.3 and 2.5.

Edge strength can be determined by finding which direction the brightness changes most in a
neighboring pixel group in a monochrome image [20]. The gradient information is obtained on x and
y coordinates by moving the Cx and Cy Sobel convolution matrices on the S image (Fig. 4).

-1 0 |+1 +1 | +2 | +1

210 |+2 0]0]0

-1 0 |+1 -1]-2]-1
(@) (b)

Figure 4: (a) Cx and (b) Cy convolution matrices

The gradient of an image shows the change in color intensity as we move through the image in
one direction. In other words, the gradient is a vector quantity with direction and magnitude (Fig. 5),
and it is one of the fundamental parts of image processing.

—
—
—>

Figure 5: Sample image gradient vector

Let P.(i,j) and P,(i,)) be the first-order partial derivative in the x and y directions of a portion of
the S image of size i x j. In this case, the gradient size of this piece is calculated as follows

M (i,)) = /P.(i,))* + P,(i,)).

And the direction of this gradient 0 is
P (i
0 (i,j) = arctan [M] )
P, (i)
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0 is equated to the nearest applicable edge direction in a two-dimensional matrix

0, 22.5>6(,j)>0.
45, 67.5> 0 (i,)) > 22.5
90, 112.5>60(,j) > 67.5
135, 157.5> 0 (i,j) > 112.5

For example, if 0 (i, ) is calculated to be 4, we round this value to 0 degrees. Edge detection is
performed on P, , with the rounded angle 6. If 6 = 0 for P, , as in Fig. 6, the edge line is on P, ;, P;,,

and P,;.
Py | Py | Py
| Pz,l Py, Pz,a > 0=0
Pyy | P3p | P33

Figure 6: Sample image portion P, , for convolution

0(0.)) =

We figure out the gradient of the S image in the x and y direction (the partial derivative of S
concerning x and y) by operating Cx and Cy over the S image (Fig. 7).

4
I 7

@

(b) (©)
Figure 7: (a) S(m, n) (b) h, (c) h,

aS
hx=_=Cx'S

0x

S
hyzgzcy.s

The resulting gradient vector

h,
ve= ]

Now, some regions are perceived as edges that are not actually edges due to high-frequency noise
above VC. To solve this problem for each P, (i, /) and P,(i, ), their lesser neighbors along the gradient
direction 6(i, j) are set to zero. The double threshold method is applied to eliminate the false edges and
join the cut edges. For this, with threshold values t, > 1,, if P(x,y) > t,; the pixel is marked as an
edge pixel. If the neighbors of P(x,y) are P(x = 1,y £ 1) > 1,, the value of these neighbors is set to
1. Thus, the dashed border lines are joined. As a result, the binary matrix E(m, n)is created (Fig. 8),
which corresponds to the edge map of the S(m, n) image.
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Figure 8: Binary edge matrix E (m, n) of test image

2.1.2 Color Scheme

A color scheme is a model that mathematically expresses the color information of an image [21].
In digital image processing applications, there are color-based Red Green Blue (RGB), tone-based
Hue Saturation Value (HSV), Hue Saturation Intensity (HSI), Hue Saturation Lightness (HSL), and
brightness-based luminance chrominance color scheme (YCbCr). The RGB color scheme is based on
the mathematical expression of the intensity of the primary colors red, green, and blue for storing
digital images. Tone-based color schemes are often used to distinguish regions of the desired color
within an image. Brightness-based color schemes are frequently used in image compression methods. In
this study, the YCbCr color scheme is chosen to embed the watermark in the spatial domain. Because,
the embedding process is performed with a steganographic approach, and the YCbCr color space is
the optimum technic for a spatial domain application [22]. Let, I be a color image with m rows and n
columns

Imn) ={x,/l <i<m1<j<n}

Each x;, represents a pixel of the 7 image. The 7 image 1s expressed in the RGB color scheme which
is a combination of the R(m, n), G(m, n), and B(m, n) matrices. To convert I to YCbCr color scheme

Y 0.299 0.587 0.114 R 0
Chb|l={(-0.169 —0.331 0.500 G|+|128
Cr 0.500 —-0.419 —0.081 B 128

Thus, Y, Cb and Cr matrices are obtained. Y represents the luminance, Ch and Cr represent the
chrominance of the image. Fig. 9 shows plotted Y, Ch, and Cr matrices of the test image.

©

Figure 9: Y, Cb and Cr matrices of the test image
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2.1.3 Embedding

Y channel represents the brightness of the pixel, and it is resistant to interference insertion
attacks. Ch channel is blue chrominance and it resists clipping in the image. The Cr channel is red
chrominance and it is resistant to spin attacks [23]. The HVS is very good at distinguishing brightness.
Thus, a small alteration in the Y channel can be discerned by HVS, while larger alternations in Ch
and Cr channels cannot. At this stage, the binary matrix £ is embedded into the original image.
Watermarking or steganographic approaches are used to embed an image into another one. The basic
idea of watermarking and steganography is to hide a secret message, signal, or image in a cover image
[24]. The general purpose of watermarking methods is to guarantee the robustness of the watermark
[25]. In steganography methods, the aim is to ensure that confidential information cannot easily be
detected by HVS while keeping the data payload as high as possible [26]. In both data embedding
strategies, spatial domain and frequency domain techniques are used according to the application
purpose. Confidential information (watermark) embedded with spatial domain techniques is fragile
but not easily detectable by HVS. Transform techniques such as discrete wavelet transform (DWT),
discrete cosine transform (DCT), and fast fourier transform (FFT) are used in the frequency domain,
and secret information is more robust but usually distinguishable by HVS. In this paper, it is aimed
to embed the generated E matrix into the / image in a way that is indistinguishable by HVS. Thus,
E matrix can be so fragile and it may corrupt at the slightest tampering. Therefore, embedding is
performed in the spatial domain into the Cb and Cr channels. E is embedded into the least significant
3 bits (3LSB) of the Ch and Cr channels of corresponding pixels. The advantages of the approach
are the simplicity of the method and the data group carrying the £ matrix can easily be corrupted in
attacks such as filtering, adding noise, blurring, clipping, and copy-move. Let ¢b;; be the i. row and j.
column pixel of Cb, cr;; be the i. row and j. column pixel of Cr, and ¢;; be the i. row and j. column pixel
of £

cb,; € Cb(m,n),0 < cb;; < 255and cr;; € Cr(m,n),0 < cr;; < 255.

If e;,; represents an edge of /, it has a value of 1.

1,1,; is on the edge

e; € E(m,n),e; = .
! (m,m). e, [O,I,-J isn’t on the edge

Binary expression of the Ch and Cr layers of the I image, which is mapped with 8 bits of pixels in
each color space are

(Cbi_j)]o = (bsb;bsbsb,b;byby), and (crf,/)m = (bsb;bsbsb,bibyb,),.

Here, the last 3 bits in the binary expression of ¢b,; and cr,; are assumed to be the 3LSBs. The edge
data is embedded which is stored by the £ matrix in the last 3 bits of each pixel of Cb and Cr.

le, =1

Cb,':/' (b(,j‘x) = CV,'J (b6‘7.,8) = IO e.z. = 0

The maximum data size stored by 3LSBs is 2* = 8. Since the total data size is 2® = 256, the change
of all the 3LSBs in this color channel causes only a change of 8/256 = 3.125%. This negligible change
in the Ch and Cr channels cannot easily be detected by the HVS. This is proved by vectorial proximity
methods in the next sections of this paper. The process of embedding the £ matrix in the Cb and Cr
channels is shown in Fig. 10.
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Figure 10: Embedding E binary matrix to 3LSBs of chrominance channels

The modified Ch'and Cr’ matrices are combined with the Y luminance matrix to obtain the P
pre-processed image. The embedding on the test image is performed with the proposed method. The
original and resulting pre-processed images are shown in Fig. 11.

() ®)

Figure 11: (a) Original test image /, (b) pre-processed test image P

If the embedded data in the pre-processed image is detected by the HVS, we can say that this
method has failed. There are some mathematical methods for measuring how far an image deviates
from the original after it has been manipulated. In this paper, Peak Signal-to-Noise-Ratio (PSNR),
Normalized Correlation (NC), and Structural Similarity Index Measure (SSIM) values are measured
to evaluate the perceptual distance from 7 to P. PSNR is a logarithmic quantity that calculates the

possible noise generated in a signal in decibels by comparing the noisy signal with the original one
[27].

mr

PSNR - 10[0g10 1

2
P 2.2, U—=P)

Here, M1 is the maximum intensity value. For the 24 bit mapped test image, each channel is coded
in 8 bits, MI = 2° — 1 = 255. m and n are respectively row and column count of 7 and P. If the
original image and the pre-processed image are the same, PSNR = oco. The PSNR value of the test
image after the pre-processing phase is calculated as 41.6506. PSNR is an engineering term and may
not appeal to HVS. NC and SSIM are much closer to the perception of HVS. NC is a quality metric
and a measurement of a time series. In digital images, NC measurement is usually made by hovering
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a pattern over the image to search for a pattern on the image. If the pattern is exactly the same as the
region on the image, the NC value is calculated as 1 [25].

Zm Zn (Im,n — M (Pm,n - MP))
\/Zm Zn [Im,n - MI]2 Zm Zn [Pm.,n - :u'P]2

w; and up are the arithmetic mean of the 7 and P images, respectively. The NC value of the test
image after pre-processing is calculated as 0.99993. SSIM is a method that measures structural simi-
larity between two uncompressed images. SSIM is the closest mathematical metric to the perception of
HVS. SSIM first calculates three parameters; luminosity, degradation, and degradation. These factors
are calculated as in the equations, respectively:

NC =

2 4+ k
l([, P) — ( 2/""1/"’1]» _2'_ 1 )
wi* + Uy, + Kk
20,0, + k, )
c,P) = ———
( ) (GIZ + lez + kz
20, + ks )
Ky I’P — w0
( ) (01 + o4, + ks

SSIM is calculated by /, ¢ and s values
SSIM (I,P)=1(,P)-c(,P)-sU,P)

If 7 and P images are the same, SSIM is calculated 1. As images perceptually differ to each other,
SSIM goes for 0. The SSIM value of the test image after pre-processing phase is calculated as 0.99812.

2.2 Checking

The main purpose of this step is to detect whether P is forged or not after getting it from a
communication channel or a storage device. For this, the operations of mapping the edge matrix of the
image, separating the image into color channels, extracting the edge matrix, and calculating average
intensity with threshold are performed, respectively (Fig. 1.). The edge detection and color scheme
processes that were applied to the 7 image at the checking stage, are also applied to the P image in
the same way at this stage. The next steps are described under the topics of extracting and average
intensity, respectively.

2.2.1 Extracting

Let £’ be the edge matrix obtained from P. There is definitely a noise difference between E and
E’ due to the change made in the 3 LSB of the Cr and Cb layers during the pre-processing stage of P.
This noise difference is saved in the binary N matrix. For this, XOR operation is applied to E and E’
matrices

Ny =E,;DE,

For an unmanipulated P image, N contains only natural noise. But if P is manipulated, both
natural and artificial noise in N is encountered. At this stage, it is necessary to clearly distinguish
between natural noise and artificial noise.
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2.2.2 Average Intensity

Natural noise is diffused, while artificial noise is concentrated in the manipulation area. So, the
artificial noise in N gives the tampered region of the P image. We need to avoid natural noise. One way
to remove it is to soften the image. For this, methods such as Gaussian smoothing can be used. But ¥
is a binary matrix and smoothing may increase natural noise. A 7M convolution matrix of size m, - n,
is used with TM < P to eliminate the natural noise in N. has hovered over N. If the arithmetic means
Wy of the TM matrix is higher than the predefined threshold value 0 < 7 < 1, the region on which
the TM matrix falls on N is marked as forged.

m m
My = E X E | TMti—i+1,tj—j+1

1, >1
]vi,/’ _ [ Mrm =
0, um<rt

The results of the average intensity phase on the unforged test image are shown in Ctis
clearly seen that natural noise is completely eliminated.

() (®)

Figure 12: (a) N with natural noise (b) N after average intensity phase

We can decide if the distributed image P is forged or not according to the sum of all pixel values
of binary N matrix.

forged, >SN, >0
not forged, > 7> N, =0

It is important to select the correct TM sizes and a threshold value. This is evaluated by several
iterations with various 7'M sizes and threshold values on the test image and is explained in subsequent
sections of the article. A sample forgery scenario and detection with the proposed method on test
image is shown in . Here, the convolution matrix size and threshold values are m, = 128,n, =
128, T = 0.3, respectively.

N (m,n) =[

3 Results and Discussion

Generally, the performance of a forgery detection method is evaluated by HVS. The weakness
of forgery detection methods is that they perceive the unforged image as forged or the forged image
as unforged. Also, some methods have the ability to detect the tampered region of the image. But the
weakness of these methods is that they may perceive the unforged region as forged or the forged region
as unforged.
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©
Figure 13: (a) Forged P (b) N of P (c) estimated forged region

1615

In statistics, the probability that a value that is actually negative will be falsely classified as positive
is called the False Positive Rate (FPR)

FP

FPR= ——.
FP+ TN

FPR is calculated as a decision maker for T'M size and the threshold value. False Positive (FP)
indicates the number of TM's that marked untampered regions as tampered, while True Negative (TN)
indicates the number of TMs that correctly detected tampered regions. We artificially forged certain
ratios of regions of P and implemented the proposed forgery detection method with various TM sizes
and threshold values as shown in Table 1.

Table 1: FPRs of the proposed method with various 7'M sizes and 7" values on the test image

Tamper ratio TM

T

0.1 0.2 0.3 0.4 0.5
1.56% 8§x8 0.94581 0.81587 0.671875 0.560033 0.477865
16 x 16 0.869963 0.730225 0.689002 0.663628 0.5
32 x 32 0.825439 0.726144 0.532715 0.597005 0.484375
64 x 64 0.793701 0.711182 0.690552 NaN NaN
3.52% 8x8 0.916079 0.747396 0.621094 0.564174 0.588867
16 x 16 0.828425 0.633042 0.614014 0.523112 0.306641
32 x 32 0.726119 0.625366 0.500488 0.500488 0.12207
64 x 64 0.850146 0.812683 0.759684 0.546875 0.546875
6.25% 8x8 0.888485 0.682603 0.579985 0.537054 0.542799
16 x 16 0.773853 0.610618 0.594336 0.526425 0.427734
32 x 32 0.703055 0.597168 0.49646 0.368327 0.11499
64 x 64 0.707554 0.641553 0.631042 0.492188 0.546875

The lowest FPR is the best. When the results are analyzed, it is clearly seen that optimum values
gather around m, = 32,n, = 32, t = 0.5 values. In other words, the proposed method detected image

forgery at the highest rate when TM size is as t,, =

E, tn = 1_65

several iterations on high-resolution images that are not mentioned in the article.

and r = 0.5. It is also proved by
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For an image to be considered forged, it must have been irreversibly altered. Copy-move, cropping,
splicing, and retouching attacks irreversibly distort the image, but geometric attacks such as mirroring,
scaling, and rotating only change the geometry of the image. Images exposed to geometric attacks
are not considered as forged because these attacks do not make a semantic change to the image. We
simulated the proposed method on all these attacks, and the results are shown in Table 2.

Table 2: Forgery detection results of test image

Forged P E Result Forged P E Result

Copy-move
Rotating

Cropping

A
OD‘:
22
E"U
53
v o

=

g

Splicing

Retouching
JPEG
Compression

The green areas are marked as tampered regions in the result column. As it is seen, the proposed
method clearly identified the tampered regions on forged images, and it did not fail on geometric
attacks. Also, it identified the JPEG compressed image as partially forged.

Table 3 shows the qualitative comparison of the proposed approach with state-of-the-art
approaches The results of this table indicate that the proposed approach has pros and cons. The
pros are: (1) it does not need any side information to detect forgery; (2) it can be used for image
copyright protection; (3) it is robust to known attacks; (4) it is the only approach that performs tests
and gives results on different ratios of forgery. The cons are: (1) It is an active method and needs
pre-processing; (2) since it is an active method, it cannot be compared mathematically with passive
methods.



CMC, 2023, vol.75, no.1

1617

Table 3: Comparison of the proposed approach with the state-of-the-art approaches

Paper Year Technic  Forgery Decision maker Performance
(detection) type
[28] 2015 Passive ~ Copy-move Nearest neighbor TPR: 71.92%
forgery distance ratio FPR: 1.22%
Accuracy: 85.35%
[29] 2017 Passive ~ Copy-move Generalized 2 Precision: 93.3%
forgery nearest neighbor Recall: 87.5%
[30] 2017 Passive  Block based Cascading matching  Accuracy rate: 98%
copy-move using Euclidean FNR: 8%
forgery distances
[31] 2017 Active Random Threshold based No mathematical results
classification given.
[32] 2021 Passive  Face image Convolutional Accuracy rate: 72.52%
manipulation neural network
[33] 2021 Passive = Random Improved relevance ~ Accuracy rate: 92.22%
vector machine Sensitivity rate: 88.4%
Specificity rate: 97.6%
[34] 2021 Passive ~ Copy-move Convolutional FPR: 2%
forgery neural network
[35] 2021 Passive ~ Copy-move Support vector Accuracy: 98.44%
forgery machine
[36] 2022 Active Fragile Chaotic functions No mathematical results
watermark given.
analysis
[37] 2022 Active Random Block based Precision between 91% and
watermarking 98% depending on forgery
type
Proposed 2022 Active Random Watermarking based FPR between 0.11% 0.95%

on edge detection

on several iterations with
various forgery parameters

4 Conclusions

An image cannot protect itself when taken to storage or transmission media. Various methods
have been proposed in the literature to ensure image security. In this paper, we propose an active image
forgery detection method that performs image security by embedding edge information in the image’s
chrominance layers in an imperceptible way. We coded the proposed method with the MATLAB
programming language and tested it with the Lena test image with several different parameters. The
proposed method has detected 100% of the forgery attacks such as copy-move and image splicing that
perform partial tampering of the image. In addition, it detected the whole forgery on retouched or
cropped images. We measured the FPR values with different parameters to monitor situations where
the proposed method might fail. Finally, the method showed its success by confirming the originality
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of the image in rotating, mirroring, and scaling attacks, which many image forgery detection methods
perceive as a forgery.
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