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Abstract: With the rapid development of the internet of things (IoT), electric-
ity consumption data can be captured and recorded in the IoT cloud center.
This provides a credible data source for enterprise credit scoring, which is
one of the most vital elements during the financial decision-making process.
Accordingly, this paper proposes to use deep learning to train an enterprise
credit scoring model by inputting the electricity consumption data. Instead
of predicting the credit rating, our method can generate an absolute credit
score by a novel deep ranking model–ranking extreme gradient boosting net
(rankXGB). To boost the performance, the rankXGB model combines several
weak ranking models into a strong model. Due to the high computational
cost and the vast amounts of data, we design an edge computing framework
to reduce the latency of enterprise credit evaluation. Specially, we design a
two-stage deep learning task architecture, including a cloud-based weak credit
ranking and an edge-based credit score calculation. In the first stage, we send
the electricity consumption data of the evaluated enterprise to the computing
cloud server, where multiple weak-ranking networks are executed in parallel
to produce multiple weak-ranking results. In the second stage, the edge device
fuses multiple ranking results generated in the cloud server to produce a more
reliable ranking result, which is used to calculate an absolute credit score
by score normalization. The experiments demonstrate that our method can
achieve accurate enterprise credit evaluation quickly.

Keywords: Electricity consumption; enterprise credit scoring; edge computing;
deep learning

1 Introduction

Enterprise credit analysis plays a key role in reducing financial risks, which is important for
venture capital [1] and bank loans. It is helpful to determine the loan limit and interest rates of the
enterprise. Most existing credit rating methods [2,3] rely on the candidates’ historical operational and
financial data. Though these data are highly related to business credit, some enterprises cannot provide
complete information. The lack of the borrower’s credit history can increase the financial risks heavily.
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Recent studies show a close relationship between electricity consumption and the operation state [4–6].
Besides, with the maturity of IoT, enterprise electricity consumption data can be collected accurately
at any time. With the accumulation of large-scale enterprise electricity consumption, it is impractical
to analyze them manually by financial and energy experts. Thus, it demands a novel way to realize
intelligent credit scoring automatically and effectively.

Recently, some methods have used deep learning for credit scoring, which can extract complex
structures and effective representations in large-scale business data [7–9]. These methods aim to
generate the credit level or judge whether the borrower defaults directly, which is usually a binary
class classification problem. Such qualitative prediction result is too simple to satisfy the requirements
of the financial institution, such as the amount, the interest rate, and the borrowing period of the
loan. Determining these values requires quantitative evaluation of credit degree, rather than binary
judgment. Thus, a more effective way is to provide an absolute value to show the credit degree of
the enterprise. Such quantitative evaluation is especially important for credit scoring from electricity
consumption since it is usually used as a supplementary clue for manual post-process with other
business information. For many deep learning applications, the regression method is a natural choice
to predict continuous values, such as visibility estimation [10] and facial landmark detection [11].

However, when using deep regression for credit scoring, the complexity of the relationship between
electricity consumption data and credit score increases the size of the deep network significantly. To
ensure fast response, powerful computing resource is required to execute such a complex deep network.
Considering the limited computing resource in edge devices, it is not suitable to deploy the network
in the edge device, especially the mobile terminal [12]. In addition, the electricity consumption data of
each enterprise is usually scattered and stored in the data centers near the enterprise. The distributed
electricity consumption data brings many difficulties to credit evaluation since the score prediction
requires a unified standard. To realize data consistency, some methods use cloud computing for credit
scoring [13], but the massive computing tasks increase the processing latency of the computing center.

To overcome the challenging problem of cloud computing, this paper proposes to use edge
computing to realize enterprise credit scoring from electricity consumption based on deep learning.
Edge computing is a computing paradigm to execute some tasks at the edge of the network, which can
process and secure the data faster. Compared with cloud computing, the excessive energy consumption
of the server can be saved and the pressure of network bandwidth can be reduced. To meet the real-time
requirements of credit scoring, our method allocates the computing tasks in the edge terminal and the
cloud server. We carry out the deep learning inference tasks in the cloud server. By the distributed
computing clusters equipped with the graphics processing unit (GPU) in the cloud server, we improve
the execution speed of the deep model. We then use the weak computing resources in the edge device to
realize the post-processing operation. Despite the strong computing power in the cloud, the enterprise
electricity consumption data is updated frequently, and the latency should be low. Thus, we need to
design a special deep model to reduce the computational overhead in the cloud server.

To reduce the network complexity, our method does not create a direct mapping between electricity
consumption and credit score. In contrast, the goal of our deep model is to judge which enterprise
has a higher credit score among the given two enterprises. Fig. 1 shows the comparison between
the regression model and the ranking model. The regression model takes one enterprise’s electricity
consumption data as input and outputs its credit score. In contrast, the input of our ranking model
is two enterprises, and the output is a judgment of the relative credit. Since such relative judgment
is much simpler than the regression task, a network with fewer parameters can be used to achieve
satisfactory performance with fewer computing resources. In addition, when constructing the training
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dataset, users can make more accurate annotations according to local information. In contrast, it
is impractical to directly give the credit score manually since it requires knowledge of the global
distribution information of the whole training data set. Thus, compared with the annotation of the
regression method, our annotation is more accessible and accurate, which leads to an accurate ranking
model.

Figure 1: The comparison between the regression model and our ranking model

Inspired by a recent ensemble learning framework [14,15], we propose a novel deep ranking model
called rankXGB in an edge computing framework for credit scoring from electricity consumption.
Unlike existing ranking methods using only a single model [16], the rankXGB consists of several
weak ranking models by using the ranknet as the base model for performance boosting, which is
learned successively by the extreme gradient boosting algorithm (XGBoost). These weak ranking
models generate several weak ranking results, and the results are then fused to produce a more
reliable prediction. To improve the robustness of the rankXGB model, we propose a ranking-based
representative enterprise sample selection method to remove some inconsequential samples.

Such a model is very suitable to be deployed in an edge computing environment since the weak
ranking models are very lightweight and can be executed in parallel in the cloud server. Besides,
the mechanism of model fusion is based on a linear combination, which can be offloaded on the
edge terminal to reduce the workload of the cloud server. According to the offload decision, our
edge computing framework consists of a two-stage task architecture including a cloud-based weak
credit ranking and an edge-based enterprise credit score calculation. It first uploads the electricity
consumption data of the evaluated enterprise from the IoT data center to the computing cloud server.
Then, during the cloud-based weak credit ranking stage, the cloud server employs its powerful GPU
clusters to run the weak ranking models in parallel. This realizes weak credit ranking, which is the weak
credit ranking judgments with some predefined benchmark enterprises. Finally, all the credit ranking
results are sent back to the edge terminal, where a ranking fusion process and a score normalization
are successively executed. The ranking fusion process fuses all the weak credit ranking judgments into
a more reliable result, while the score normalization stage produces an absolute credit score of the
evaluated enterprise.

To show the effectiveness of our method, we collect a set of enterprises with electricity consump-
tion data captured by the IoT devices. Some financial experts are recruited to remove the unrelated
index and label each pair of enterprises in the collected data set. We evaluate our system on the data
set and show our method leads to high accuracy and efficiency.
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There are three innovations in this method as follows.

1. We design an edge computing framework to support fast enterprise credit scoring from
electricity consumption based on deep learning, which improves the efficiency of large-scale
electricity consumption data analysis.

2. We propose a rankXGB model for enterprise credit evaluation, which improves the perfor-
mance of the credit ranking by fusing multiple weak ranking models.

3. We create a benchmark dataset for enterprise credit scoring from electricity consumption, while
experimental analysis shows that the proposed method achieves state-of-the-art performance.

2 Related Work

This section reviews the existing research related to the work of this paper, including three sections
on credit scoring, learning to rank, and edge computing.

2.1 Credit Scoring

Credit scoring aims to avoid transaction risks, and it is realized by conducting credit evaluations
on certain aspects of the enterprise to ensure objective and reliable results. With the development of the
social economy, credit scoring can be applied to all aspects of social and economic life [17]. The early
researches rely on expert opinions, such as Delphi expert scoring [18]. However, it is usually followed
by multiple rounds of adjusted feedback, which is very tedious for the vast of loan applications. To
solve it, many artificial intelligence techniques are introduced to realize automatic credit scoring [19].
For example, the hierarchical analysis method treats credit scoring as a multi-objective optimization
problem by computing the weight of each indicator [20]. The factor analysis method classifies the
variables into several groups to identify hidden representative factors among many variables [21].

Recently, machine learning has become the mainstream technique for credit scoring [22]. Most
existing methods consider credit scoring as a binary classification problem, which only judges
whether the applicant can successfully get a loan. For example, Liu et al. [23] use two tree-based
augmented gradient boosting decision trees (GBDTs) to realize credit management. Liu et al. [24]
use multi-grained and multi-layered GBDTs for credit scoring. Li et al. [25] use support vector
machine (SVM) to learn a loan evaluation model. West [26] investigates credit scoring by five neural
network models. Nowadays, deep learning has become a powerful technique for big data analysis [27],
which can learn the feature representation and the classifier in an end-to-end way. The technique is
widely used in many applications, such as flooding process prediction [28], visibility estimation [10],
shape recognition [29], object detection [30], visual question answering [31], insect pest recognition
[32], advertising click-through rate prediction [33], event extraction [34], sneaker recognition [35],
modulation recognition [36], sentiment analysis [37], intrusion detection [38–40], climate prediction
[41], internet of vehicles [42], healthcare [43], and face clustering [44]. Due to the advantage of deep
learning, various researchers apply deep learning to predict credit scores. Babaev et al. [45] employ
an embedding transactional recurrent neural network to compute credit scores from transnational
data. Wu et al. [46] utilize deep multiple kernel learning to predict credit defaults. Compared with the
credit scoring method based on traditional machine learning, deep learning provides a more accurate
classification of load applicants. Our method also uses deep learning for credit scoring. Instead of
outputting the binary judgment, we produce an absolute credit score to show the risk degree of the
enterprise, which is more informative and meaningful for bank loans.
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2.2 Learning to Rank

Learning-to-rank framework is initially used for information retrieval, which produces the best
order of the item list. According to the type of loss function, existing learning-to-rank methods are
divided into three categories: pointwise [47–49], pairwise [50,51], and listwise [52,53]. The pointwise
method [47–49] learns a model to assign a suitable score to each item, and the scores of all the items
represent the ranking values. Thus, the pointwise method is equal to the regression problem. Compared
with the pointwise method, the pairwise method [50,51] cares more about the order between a pair of
items, and it mainly reduces the sorting problem to a binary classification problem. The listwise method
[52,53] directly optimizes the items’ sorting results concerning the evaluation metrics. In summary,
the pointwise method ignores the relationship between samples and treats each sample independently
of one another, which cannot generate satisfactory results. The listwise method requires a long list
of samples for ranking optimization, but the computational complexity is very high. A common
disadvantage of these two methods is that they require full order of all the samples. To avoid these
issues, we choose to use pairwise methods for our applications, which realizes the compromise between
performance and efficiency. Among existing pairwise methods, we are particularly interested in the
ranknet method [50], since it is easy to be integrated into the deep learning framework. Different from
the original ranknet method, we improve the performance by adding an XGBoost layer as the last
layer of the ranknet model. The XGBoost layer combines several weak ranknet models to achieve a
strong ranking model. To the best of our knowledge, this is the first time to combine XGBoost and
deep ranknet for performance boosting.

2.3 Edge Computing

Cloud computing employs a central server for various applications by data fusion [54], which
brings a high cost to the central server. To solve this problem, edge computing moves some tasks to the
edge of the network with some computational capabilities [55–57]. One of the existing edge computing
paradigms is mobile edge computing, which provides low-latency services by distributing computing
and storage resources to the ends close to the mobile terminal users. To ensure resource efficiency,
Xu et al. [58] propose an edge content caching method by service requirement prediction based on the
deep spatio-temporal residual network. To minimize the execution time, Chen et al. [59] also use the
deep reinforcement learning method [60,61] to realize a distributed computation offloading strategy
for intelligent connected vehicles. Another challenging problem is the energy cost, which can be solved
by wireless power transfer effectively [62,63]. Nowadays, we can utilize the computing resource of the
edge computing environment to train deep learning models for high elasticity. To improve the overall
performance of multiple deep learning tasks, Gu et al. [64,65] propose to arrange the job scheduling
by considering the data cache and deep learning tasks [66]. Wu et al. [30] utilize the edge computing
framework to achieve image enhancement and object detection in a mobile environment efficiently.
Edge computing also enriches the paradigms of machine learning. For example, Liu et al. [67]
propose an efficient-communication federated learning approach to protect consumer data privacy.
Our method also uses edge computing for deep learning-based applications, and we propose a two-
stage task architecture, which contains a cloud-based credit score sorting and an edge-based credit
score calculation to realize high-through big data analysis.

3 Method

Fig. 2 shows the structure of our edge computing framework. The IoT devices deployed in
enterprises collect electricity consumption data at all times. Once the consumption data is collected, it is
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uploaded to the data center in the cloud environment, which belongs to the grid power company. With
the accumulation of the record, the business state can be reflected by the data, resulting in a reliable
data resource for credit scoring. When the users want to obtain the credit score of an enterprise, they
first send the name of the enterprise to the data center by personal computer (PC) or mobile phone.
Then, our system extracts the electricity consumption data related to the credit judgment from the data
center and passes the extracted data to the computing server in the cloud. To extract the data, we locate
the enterprise and search the nearest data center to query the database by structured query language.
All the data has a unique key related to the name of the enterprise. After the data transmission, the
computing server performs a weak credit ranking by our pre-trained deep model. Finally, the weak
ranking results are transferred to the edge terminal, and the edge device executes the score calculation
method to obtain the credit score. It is worth noting that the electricity consumption data involves the
privacy of the enterprise. As a result, when the terminal sends the request, it should send a query license
certificate signed by the enterprise. To ensure the security of the certificate, we use the ellipse curve
cryptography algorithm to generate the certificate, and the certificate is evaluated by the certification
authority.

Figure 2: The structure of our edge computing framework

The core of this edge computing framework is to learn the proposed rankXGB model for credit
scoring. To learn the rankXGB model, it should define the feature vector extracted from the raw
electricity consumption data. After the training process of the rankXGB model, we deploy it in our
edge computing environment. Due to a large number of weak ranking networks, it is not suitable to
offload the network inference task in edge devices. Thus, we utilize the computing server in the cloud to
realize the credit ranking. We then offload the ranking fusion in the edge terminal to reduce the burden
of the computing server. The motivation is that the rankXGB model contains several independent
weak ranking models, which can be run in parallel. Based on the observation, we utilize its distributed
loosely coupling and high parallelism feature to integrate it into the edge computing framework. Since
the size of the transmission data is rather small, the whole edge computing framework can be executed
very efficiently.

In the following sections, we first introduce the representation of electricity consumption data
including the feature vector and annotation in Section 3.1, then detail the training process of the
rankXGB model in Section 3.2, and finally describe the inference process of the rankXGB model in
Section 3.3.
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3.1 The Representation of Electricity Consumption Data

Data representation is the basis of machine learning. As there are lots of different IoT devices in
the power distribution system of the enterprise, a vast amount of electricity consumption data can be
created. Since we cannot know a priori which type of data is related to credit scoring, we opt to include
all the raw data except the identifier of the IoT device and its location code. Another thing is that the
electricity consumption data is updated at any time. To improve the efficiency, we choose to use the
latest data and make some statistics to compute the rate of change during a period.

To benefit the analysis of the scoring result, we recruit some energy experts to define a hierarchical
structure according to the fields of electricity consumption data. As shown in Fig. 3, there are three
levels in the hierarchical structure, and the indicators in the third level contain several fields.

Figure 3: The hierarchical structure of enterprise consumption data

These fields might reflect the business state of the enterprises. For example, the household age
and the number of accounts show the scale of the enterprise. The applied capacity change and the
growth of electricity bills imply the potentiality of the enterprise. The credit analysis is also based
on the operation and management level, which is related to the cumulative capacity increase and the
average load ratio. For market competitiveness and cash flow, it is effective to check the industry level
of electricity bills and fluctuation. The names of all the fields are shown in Table 1, and there are a
total of 41 fields. Accordingly, we define a 41D feature vector to represent the electricity consumption
data of the enterprise.

Table 1: The names of all the fields in the electricity consumption data

Name Name

The type of certificates Average electricity charge of three months
The number of certificates Average electricity charge of six months
Household age Average electricity charge of one year
The number of accounts Average electricity consumption of three months
The category of industry Average electricity consumption of six months

(Continued)



204 CMC, 2023, vol.75, no.1

Table 1: Continued
Name Name

Real-name certification Average electricity consumption of one year
User state Industry electricity charge of three months
User type Industry electricity charge of six months
Payment type Industry electricity charge of one year
Contract capacity Times of stealing electricity
Total measurement Charge of stealing electricity
Number of related properties Times of illegal electricity for breach
Capacity change Charge of illegal electricity for breach
Capacity increase times Year-to-year growth of three months
Growth of electricity charge of three months Year-to-year growth of six months
Growth of electricity charge of six months Year-to-year growth of one year
Growth of electricity charge of one year Fluctuating quantity
Recovery of electricity charge of three months Power consumption difference
Recovery of electricity charge of six months Average load rate
Recovery of electricity charge of one year Arrears of electricity charges

Collection time

Based on the feature vector, we collect a large amount of electricity consumption data by the
IoT device for many enterprises, which provides the training data as the basis of our rankXGB
model. When collecting the training data, some fields might be missed due to storage problems. To
fill the fields, we set them as the average of all the corresponding values. After the data collection, we
recruit several financial analysts to annotate the data, which produces our training data set SI . As the
rankXGB model relies on a pairwise relationship, each training data contains a pair of enterprises,
which is defined as:{(

x1, x2
)

, y
}

(1)

where the feature vectors x1 and x2 are the two consumption feature vectors of a pair of enterprises,
and y ∈ [−1, 0, +1] is the label to show the relative credit ranking. The annotation is simple, and we
show two enterprises for all the experts at one time. If most of the experts think the first enterprise
has a higher credit score than the second one, we set the label y as +1. Otherwise, we set the label y
as −1. If the experts cannot determine which enterprise has a larger credit score, we set the label as
0 to avoid the inaccuracy annotation. After labeling all the pairwise relationships, the initial training
dataset SI is generated. To guarantee the quality of the annotation, we also request that some financial
institutions evaluate the relative credit relation from the business clues, such as the social, fiscal, and
behavioral data. After comparing the annotation results, we only retain the annotation consistent
from the electricity consumption and business perspectives. By analyzing the final annotation, we find
that most enterprises are manufacturing enterprises. The reason is that there is a clear relationship
between the manufacturing operation state and the electricity consumption data. For manufacturing
enterprises, electricity consumption usually implies the timing of the production activities. With the
increase in production time, the yield is likely to increase. Besides, the growth of the electric charge
and the capacity increase times reflect the scale increase of the manufacturing enterprises. However,
for other enterprises, such as services companies, the correlation between credit degree and electricity
consumption is not high.
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3.2 The Training of the RankXGB Model

Inspired by the pairwise method ranknet [50], we combine multilayer perceptron (MLP) and
ranknet into a deep learning architecture. The multilayer perceptron is used to encode the 41D input
feature vector for representation enhancement. To boost the performance, we add an XGBoost layer
as the last layer of the architecture. We add such a layer since we use a lightweight MLP for feature
encoding, which may not be sufficient to obtain a satisfactory result. There are also other boosting
methods for prediction fusion, such as adaptive boosting (Adaboost) and GBDTs. Adaboost focuses
on the weight of the training samples, while GBDTs optimize the performance of the classification
by adding more trees. XGBoost also utilizes tree boosting to realize an effective ensemble learning
system, but the main idea is to define a novel loss function and utilize its first and second derivatives
for boosting. This improves the generalization ability significantly, and the loss function is easy to be
integrated into the ranknet.

Another problem is that existing learn-to-rank methods all assume that the annotations are
accurate. But in our application, the ranking markers given by users are not necessarily accurate, which
will reduce the learned model effect. To address this issue, our method first uses sample selection to
generate a more accurate training data set S and then uses the rankXGB model for training. Fig. 4
shows the two stages of our learning process: sample selection and model learning.

Figure 4: The learning process of the rankXGB model

Sample selection. The input is the initial training set SI after data collection and annotation, and
the output is a subset S of the set SI by choosing some representative samples. Our motivation is that
the set is not suitable for model training due to low-quality labeling. First, lots of the labels are 0,
since the relative relationship is unclear. Second, we found the labels contain some contradictions. The
unclear and inconsistent annotation fails to meet the requirements of the learning-to-rank algorithm.
To solve it, we propose a ranking-based sample selection method.

Our idea is to sort all the samples into a sequence according to the biased order relationship.
Then, the samples are selected uniformly from the sequence to generate the final training data set. As
the successively selected samples are not adjacent in the initial sequence, the relative relation is reliable
by increasing the sampling interval. The ranking-based sample selection method contains two steps:
credit sorting and uniform sampling.

First, we sort the enterprises according to the relative credit relation. However, some elements
are not comparable and inconsistency exists across all the relative credit labels. Thus, we combine
a directed graph de-loop algorithm and a topological sort algorithm to sort the enterprises. This
algorithm is based on a directed graph, which uses the enterprise as the graph node. To generate the
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edge of the graph, we search the set SI to obtain all the labels that are equal to +1 and generate an
edge from the first enterprise to the second one. Since some labels are inconsistent, the graph contains
some loops, as shown in Fig. 5a. Thus, we employ the directed graph de-loop algorithm to remove all
the loops in the directed graph. To detect the loops of the graph, a depth-first searching algorithm is
used to traverse the graph. If detecting a loop, we randomly select an edge in the loop and remove it
from the graph. The process is repeated until no loop is found. Fig. 5b shows the directed graph after
removing all the loops.

After obtaining the directed acyclic graph, we use a topological sorting algorithm to generate a
full-order list. The algorithm iteratively finds the nodes that have no incoming edges and add one of
the nodes to a list. Then the node is removed from the graph. As shown in Fig. 5c, node ‘E1’ has no
incoming edge and is selected as the first node. When removing the node ‘E1’, the edges that start from
‘E1’ are also removed (the red dot-dash lines). When the graph is empty, all the nodes form a full-order
list, and the elements in the front of the list have larger credit scores. Fig. 5d shows the sorting result.

Figure 5: The process of credit sorting

It is worth noting that the sorting list is not unique. Thus, given a pair of adjacent elements in the
list, the relative information is not reliable. To improve the reliability, we select one enterprise from
the sequence by uniform sampling to create the training data set. The sampling interval is indicated as
b. As the list is generated according to the ascending order of the credit score, all the pairwise labels
of the selected enterprise can be given. Accordingly, the final training dataset S is created for model
training.

Model training. We then use the training dataset S to learn our rankXGB. The architecture of
the rankXGB is shown in Fig. 6. The input layer receives two feature vectors of two enterprises as
the input. The model contains two parts: feature encoding and relative credit prediction. The feature
encoding part is designed by MLP, while the relative credit prediction part is created by an XGBoost
layer.

The feature encoding part is used for feature learning. To reduce the latency of the edge computing
framework, we use two hidden fully connected layers to generate a lightweight MLP network. The
neurons of the fully connected layer are connected to all neurons of the previous layer. The sizes of the
two hidden layers are t and s, respectively. To avoid overfitting, one dropout layer is inserted between
the two MLP layers. For the activation function, we choose the rectified linear unit function. Obviously,
we can add more hidden layers in our feature encoding part. However, the increase in the number of
layers can increase the inference timing of the network. As shown in Fig. 6, all the weak ranking models
share the same MLP weights, which reduces the model complexity and prevents overfitting effectively.
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Figure 6: The architecture of the rankXGB model

The relative credit prediction part judges which input enterprise has a higher credit score given the
feature encoding result. We use the XGBoost layer to improve the robustness of the ranking models.
Instead of using decision trees, we choose to use neural networks to realize the model fusion. The
XGBoost layer realizes an ensemble of K weak ranking models by fusing the predictions of all the
weak models.

ŷ = ϕ
(
x1, x2

) =
∑K

k=1
fk(x1, x2) (2)

where ŷ is the final prediction, fk is the prediction score of the k-th weak ranking model, x1 and x2 are
the two consumption feature vectors of two enterprises. To prevent overfitting, we add a regularization
function to control the complexity of the weak ranking model f as follows.

Ω(f ) = 1
2
λ ‖w‖2 (3)

where Ω(f ) is the measurement of the complexity of the learned model f , which is the sum of the
squares of the weight w including the weights of the MLP layers. λ is the weighting factor to measure
the importance of regularization. Following the design of the neural network boost algorithm [15], we
learn the k-th weak ranking model to fit the residual of the previous ranking model.

Rk = y − fk−1

(
x1, x2

)
(4)

where y is the expected prediction score, Rk is the residual of the k-th ranking model. Accordingly, the
first model fits the expected prediction score y, and the second model fits the score residual of the first
model. Thus, the final score residual can be reduced by adding more weak ranking models. By fitting
all the score residuals successively, the final prediction is the sum of all the prediction scores of K weak
models.

Each ranking model judges which enterprise has a higher credit score, which is a binary classifi-
cation task. Thus, we use the entropy loss as our objective function to show the ranking constraints,
and the entropy loss of the k-th model is defined as:

Lk = 1
2

(1 − Rk) σ fk

(
x1, x2

) + log
(

1 + e−σ fk(x1,x2)
)

(5)

where σ is a constant hyper parameter.
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Accordingly, the objective function is defined by adding the loss and the regularization function.

Obj =
∑K

k=1
Lk + �(f ) (6)

Based on the above objective function, we use the gradient descent method to optimize the weight
of the ranking model. These weak models are learned successively, and every model is learned to fit
the last residual. This makes the sum of all the weak models fit the expected prediction.

3.3 The Inference of the RankXGB Model

After getting the learned rankXGB model, we deploy the model in our edge computing framework.
To reduce the burden of the cloud server, we offload the prediction fusion task in the edge terminal, and
the deployment is illustrated in Fig. 7. As shown in the figure, the weak ranking models are deployed
in the cloud server to compare the credit score of a test enterprise with every training enterprise. The
ranking fusion is executed in the edge terminal after receiving the weak ranking results from the cloud
server. An absolute credit score is finally generated by the score normalization in the terminal.

Figure 7: The deployment of the rankXGB model in the edge computing framework

To ease the credit analysis, the goal of our edge computing framework is to generate the absolute
credit score of an enterprise, which cannot be generated by our learned rankXGB model directly. To
solve it, we save all the enterprises in the initial training set SI as the benchmark enterprises in the
cloud server. If the users expect to know the credit score of an enterprise, we use our ranking model to
compare its credit score with all the benchmark enterprises. The relative judgment task is completed by
utilizing the computing resource of the cloud server and the edge terminal. The cloud server generates
multiple relative judgments by the set of weak ranking models in our rankXGB model. Since the
forward propagation of the weak models is independent, we can run the weak ranking models in
parallel or even at different servers. All the prediction scores are sent to the edge terminal for ranking
fusion, and the final ranking results are obtained by accumulating the prediction scores with a simple
sum operation. It is also feasible to offload the ranking fusion step in the cloud. But in practice,
the weak ranking models might be executed in different servers. To avoid redundant information
transmission, we choose to execute this task in the edge terminal due to its low computational
complexity.

By the ranking fusion, we can know the relative judgments between the test enterprises and every
benchmark enterprise. To generate the absolute credit score of the given enterprise, we use a mapping
function as a score normalization process. The mapping function computes the percentile position of
the test enterprise in the set SI . The percentile position is then used as the final absolute credit score
of the enterprise. For example, if the credit score of the enterprise is larger than 52.2% of the samples
in the set SI , its absolute credit score is set as 52.2.
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4 Experiment

In this section, we evaluate our proposed enterprise credit score method based on deep learning
in the edge computing framework.

4.1 Experimental Setup

To evaluate the effectiveness of our method, we collect the electricity consumption data of some
enterprises, which consists of 10,593 training samples and 1,637 test samples. When learning the
rankXGB model, we set the initial learning rate, the number of training iterations, and the batch size
as 1 × 10−3, 100, and 64, respectively. During the training process, we use the linear decay strategy to
adjust the learning rate. All the experiments are performed with an NVIDIA GTX3090 GPU, and we
use Pytorch to implement the learning of our model.

4.2 Experimental Criteria

To assess the effectiveness of the model, Normalized Discounted Cumulative Gain (NDCG) is
used as the evaluation criterion. NDCG is computed by:

NDCG =
∑p

i=1

2reli − 1
log2(i + 1)

∑|REL|
i=1

reli

log2(i + 1)

(7)

where reli is the graded relevance of the result at the i-th position, and REL is the list of relevant
elements. NDCG is widely used to evaluate learning-to-rank algorithms.

4.3 The Comparison between Different MLP Parameters

As described in Section 3.2, the feature encoding part is realized by a lightweight MLP network,
which has two hidden layers. The sizes of the layers are t and s, respectively. To search the optimal values
of the parameters t and s, this experiment executes our approach with different values. The candidate
values of the parameter t include 32, 64, and 512, while the candidate values of the parameter s are 16,
64, and 256. Based on the different values, the rankXGB model is learned by using only one network.
The final performance is measured by NDCG. The results are shown in Table 2. From the comparison,
we can see that the performances under different parameter settings are almost the same. The result
shows that the model achieves the best performance when t = 64 and s = 16. Thus, we choose to use
t = 64 and s = 16 for the following experiments.

Table 2: Comparison between different parameters

t = 32 t = 64 t = 512

s = 16 0.893 0.908 0.871
s = 64 0.883 0.886 0.875
s = 256 0.886 0.887 0.886

4.4 The Comparison between Different Sampling Intervals

To improve the robustness of our rankXGB model, we execute the sample selection operation to
remove the unreliable annotation. The last step is uniform sampling, which selects a sample from a list
of every b enterprises. To evaluate the influence of the sampling intervals, we execute this evaluation
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experiment by using different values, which range from 20 to 150. We utilize these 14 candidate
values as the sampling intervals to generate different training datasets. Accordingly, we learn different
rankXGB models without the XGBoost layer and compute the performance by NDCG.

As shown in Fig. 8, this parameter has a significant impact on the performance of the learned
model. If the parameter is small, the performance is low, since unreliable annotation still exists. With
the increase of the parameter, the performance is first improved to a peak value and then dropped
gradually. This reason is that the oversized sampling interval might discard many samples. Thus, the
limited training dataset cannot meet the requirement of deep learning, which reduces the performance
of the learned model. From the result, the optimal value is 100, which achieves the best accuracy.

Figure 8: The comparison between different sampling intervals

4.5 The Parameter Analysis of the XGBoost Layer

There are two important parameters in the XGBoost layer. The first one is the number of weak
ranking models K, while the second one is the weight factor λ for regularization. To analyze the
effect of these two parameters, we design two parameter experiments by setting different values for
the parameters K and λ. The experimental results are shown in Fig. 9. In Fig. 9a, we illustrate the
performance of the learned model with the increasing number of weak ranking models. From the
figure, we can see that 4 networks reach the highest NDCG, but more networks make the performance
degrade slightly. When the number of neural networks is larger than 9, the performance is lower than
a single neural network. The reason is that more parameters lead to overfitting, which decreases
generalization performance and promotion of capacity. In Fig. 9b, we describe the relationship
between the performance of the learned model and the weight factor λ. From the figure, we can see that
it has a great influence on the final performance. When λ is equal to 0.3, it achieves the best effect. The
reason is that when λ is large, the model complexity is suffered from severe constraints, which cannot
capture the relationship between the credit degree and the electricity consumption accurately.

4.6 The Comparison with Alternative Methods

In this section, we perform the comparison experiment with some alternative methods. The first
method is deep regression (DR). To realize it, we first generate the training enterprises by the same
method as ours. Then, the pairwise ranking annotation is used to compute the absolute credit scores
of the training enterprises by the score normalization as described in Section 3.3. For the network
architecture, we follow the same design of our network but replace the last XGBoost layer with a
regression layer. We also remove the XGBoost layer to train a single deep ranknet for credit scoring.
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To show the technical choice of the MLP network, we also replace our MLP structure with the other
deep networks, including 1D convolutional neural network (1D-CNN) [68] and transformer [69].

Figure 9: The parameter analysis of the XGBoost layer

Existing credit scoring methods usually treat the credit scoring method as a classification method.
To compare with these methods, we turn the ranking problem into a classification problem. The
training dataset is created in the same way, and the credit rating is obtained by splitting the whole
set into 10 credit levels according to the descending order of enterprise credit. The granularity of the
credit levels is very important, and we also try 5 and 20 levels. When splitting the set into 5 levels, the
classification accuracy is very high. However, the granularity is too coarse to distinguish the relative
credit relation between many pairs of enterprises. When the number of levels is 20, the classification
accuracy degrades, which leads to a low NDCG. Thus, we set the number of credit levels as 10. Based
on such a dataset, we can utilize existing credit scoring methods for performance comparison. It is
worth noting that existing credit scoring methods all use business data for credit analysis. Though
electricity consumption data shows different cues, the data process is the same, which maps a given
feature vector into a category label. We choose the methods described in the recent two credit score
benchmarks [3,70]. Among these methods, we select the following classifiers: random forest (RF),
logistic regression (LR), SVM, XGboost, naive bayes (NB), and MLP.

Fig. 10a shows the comparison result. From the comparison, we found that the performance of
our method is higher than that of the other methods. It is clear that all of the classification methods
perform much worse than the ranking and regression method. The reason is that the classification
model does not consider the relative ranking between the credit level. As a result, the loss of the ranking
information leads to a lower NDCG. Compared with the deep regression method, the ranking model
usually performs better if the learned deep network fits the task. Due to the complex relationship
between credit score and electricity consumption, the deep regression method requires a deeper
network to capture the relationship accurately. In contrast, the ranking model treats the task as a binary
classification problem, and our lightweight network is able to achieve a satisfactory effect. However,
the network architecture should match the characteristics of data representation. As the dimension of
the consumption feature vector has no relation to its position, the 1D-CNN network does not perform
well due to the limited connection between the network layers.

We also show our score normalization result of some test enterprises in Fig. 10b, and the whole
distribution is near the normal distribution. This score distribution matches the general cognition of
human beings, as most enterprises have a moderate credit degree.
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Figure 10: The comparison with other methods and score distribution

4.7 The Evaluation of Sample Selection

We compare our sample selection method with the following baseline methods: without selection
(WS), random selection (RS), and clustering-based selection (CS). All the sample selection methods
select the same number of samples. To realize the clustering-based selection, we use the mean
shift algorithm to classify all the enterprises in the initial dataset SI into several clusters. We set
the bandwidth as a quarter of the maximum pairwise distance between all the enterprises. After
the clustering, we choose the enterprise as the training sample that has the nearest distance to the
corresponding cluster center. After the selection, we remove these selected samples and execute the
clustering process on the remained samples. The selection process is repeated until enough samples
are selected. Based on different selected samples, we learn different rankXGB models and compare
their performances. Since the result of RS and ours are affected by the random process, we run each
of the two methods 10 times and compute the mean and the standard deviation. The result is shown in
Table 3. From the table, we can see our method outperforms the other methods from the NDCG metric
impressively. This proves that our method can improve the quality of the training dataset effectively.
Compared with the RS method, our method produces a more stable result due to the lower standard
deviation. Table 3 also shows the other indicators, including the enterprise number, the relation number
(the relative label is not 0), and the sampling timing. All the sampling methods select 105 enterprises
from the training samples. Since the other two sampling methods do not sort all the selected enterprises,
the relation numbers of these two methods are smaller than ours. For efficiency, the timing of random
selection is the fastest, while the clustering-based selection method spends the most time due to the
complexity of the mean-shift clustering method.

Table 3: The performance of different sample selection methods

Method NDCG Enterprise number Relation number Timing

Ours 0.932 ± 0.01 105 10920 165 s
WS 0.721 10593 78548152 0 s
RS 0.654 ± 0.05 105 7277 ± 254.2 0.1 s
CS 0.757 105 8956 268 s
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4.8 Complexity Analysis

The proposed method runs in the edge computing environment with mobile or terminal edge
devices. According to our measurements, when uploading the consumption data from the data
center to the computing server, the electricity consumption data is compressed and transmitted in
30 milliseconds under a fourth-generation cellular network. The inference of the cloud-based weak
credit ranking process spends about 5 milliseconds. Afterward, it also costs 10 milliseconds to transfer
the sorting results to the edge devices and the edge-based enterprise credit score calculation process
takes about 10 milliseconds on a mobile device. The mobile phone is adopted as Huawei Pro30 with
Kylin 990 chips. We also test it on a PC device with Intel (Registered trademark) Core (Trade mark)
i5-2400 3.10 GHz, which takes about 2 milliseconds. The above measurements show that our method
can support real-time credit scoring applications.

5 Conclusions

In this paper, we propose a rankXGB-based enterprise credit scoring method in an edge computing
framework. The enterprise credit is obtained by analyzing the electricity consumption data captured by
various IoT devices. This method designs a two-stage deep learning architecture, including two stages:
the cloud-based enterprise weak credit ranking and the edge-based enterprise credit score calculation.
In the first stage, we send the electricity consumption data of the enterprise to the cloud and execute
multiple weak ranking networks in parallel in the servers to calculate the credit ranking relationship
between the test enterprise and the benchmark enterprises. In the second stage, we execute the post-
processing of the deep ranking network in the edge terminal, which includes the ranking fusion and
the score normalization process. The final experimental results prove that this method can achieve
accurate enterprise credit evaluation as a real-time application.

Limitation and future work. The robustness and effectiveness of our method have been demon-
strated by extensive experiments. However, the amount of the relative credit annotation is much larger
than that of the regression setting. Therefore, our method can combine some active learning methods
to reduce the cost of the annotation further. Another limitation is that the score normalization process
relies on the training dataset. If one enterprise has a higher credit degree than all the training samples,
we cannot obtain its credit score precisely. Thus, a dynamic updating mechanism is required to update
the training dataset, when the training dataset is insufficient to show the complete credit range of the
enterprises. Another direction is to combine the social, fiscal, and behavioral data into our model for
a more effective credit evaluation framework.
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