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Abstract: Pedestrian detection and tracking are vital elements of today’s
surveillance systems, which make daily life safe for humans. Thus, human
detection and visualization have become essential inventions in the field
of computer vision. Hence, developing a surveillance system with multiple
object recognition and tracking, especially in low light and night-time, is
still challenging. Therefore, we propose a novel system based on machine
learning and image processing to provide an efficient surveillance system
for pedestrian detection and tracking at night. In particular, we propose
a system that tackles a two-fold problem by detecting multiple pedestrians
in infrared (IR) images using machine learning and tracking them using
particle filters. Moreover, a random forest classifier is adopted for image
segmentation to identify pedestrians in an image. The result of detection
is investigated by particle filter to solve pedestrian tracking. Through the
extensive experiment, our system shows 93% segmentation accuracy using
a random forest algorithm that demonstrates high accuracy for background
and roof classes. Moreover, the system achieved a detection accuracy of 90%
using multiple template matching techniques and 81% accuracy for pedestrian
tracking. Furthermore, our system can identify that the detected object is a
human. Hence, our system provided the best results compared to the state-of-
art systems, which proves the effectiveness of the techniques used for image
segmentation, classification, and tracking. The presented method is applicable
for human detection/tracking, crowd analysis, and monitoring pedestrians in
IR video surveillance.
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1 Introduction

In recent years, there has been a significant influx of interest in smart surveillance systems [1],
autonomous vehicles, self-driving cars, smart home systems, [2,3] and security. In particular, smart
surveillance [4] can help us to improve traffic management. It can optimize the use of public resources
and can be achieved with fewer human resources, while autonomous vehicles can help us to reduce
the number of deaths caused by manned vehicles each year [5]. According to published surveys, road
accidents and fatalities caused due to vehicle crash almost double each year. Night-time is usually
considered the most vulnerable time because crimes mainly occur at night. Crime detection via real-
time surveillance aids in reducing crimes for the emergency service department. However, pedestrian
detection is challenging due to the non-rigidity of the human body. Some detection challenges are
related to human appearance variations [6], changes in illumination, occlusions [7], movements, and
background noise. As pedestrian detection at night is considered a complex problem, this paper aims
to develop a vision-based surveillance system for detecting and tracking pedestrians at night.

The need to track humans is vital, and pedestrian tracking is an important part of surveillance
systems [8]. Tracking can also be achieved by pose estimation [9–11]. Tracking utilized with facial
recognition [12,13] can also determine specific targets and suspicious activities.

More essentially, applications for surveillance systems should be operating continuously. However,
external illumination affects the standard cameras producing visible spectrum images. Thus, standard
cameras are inappropriate when sufficient external illumination is absent, especially at night. Indeed,
IR cameras are more appropriate for capturing images under these conditions as they can sense the
radiation emitted from objects of interest, such as humans and vehicles. More importantly, the design
of IR cameras has been improved, and the prices are decreasing rapidly.

In this paper, a method for detecting and tracking pedestrians has been proposed using machine
learning techniques. Given the IR image sequences, we applied background subtraction using the
method explained in [14]. Next, we performed segmentation to differentiate between pedestrian and
non-pedestrian objects using a random forest classifier, resulting in the extraction of pedestrians,
roofs of buildings, poles, and backgrounds. Then, multiple template-matching algorithms are used
for pedestrian localization through a list of defined templates. Finally, pedestrians are tracked using
a particle filter algorithm, which handles the association using Euclidean distance. Each pedestrian
is then provided with an identification number investigated in the tracking process. Pedestrians are
tracked using the particle filter technique, and finally, the pedestrians are verified using pixel values.

Our paper includes the following sections: Section 2 explains the previous work conducted on this
topic. Section 3 helps to understand the methodology of the proposed system and explains individual
methods in detail. Section 4 explains the results, and finally, Section 5 concludes the paper and defines
future work.

2 Related Work

A video surveillance system is also known as a monitoring system for public and private situations
using cameras. In the past, an introductory video surveillance system was used to acquire the signal
through one or more cameras. The basic video surveillance system also converts the signal before it
is displayed over a monitor or centrally recorded. Currently, the advancement of video surveillance
systems has permitted the automation of data analysis. Video surveillance systems are employed to
provide security by reacting to all potential occurrences [15,16].
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However, these systems still lack precision for real-time reactions that may be delayed. Moreover,
environmental changes pose a restriction for the system. These obstacles are problematic for video
surveillance systems. By evaluating and comprehending the recorded films, processing data utilizing
numerous proposed algorithms may aid in avoiding these issues through analysis and comprehension.
Namely, motion detection, tracking events, anomaly detection in the scenes, crowd behavior, face
recognition, and object categorization; are important processes that enable the extraction of infor-
mation to manage emergencies and safeguard the safety of people.

Video surveillance in a private scene (workspace) has not progressed much in the literature, and
it continues to function with entire systems [17]. The rationale is that surveillance in the workplace is
limited to counting employees, estimating hazards, and evaluating safety [18]. Fuller [19] utilized video
technology to estimate the probability of dangers and the labor performed by employers. In [20], the
authors promoted using video technology to analyze the association between football player injuries
and conduct.

Instead of waiting for an incident to occur, deploying video surveillance systems in public areas
can foresee and prevent risks, such as accidents. Shariff et al. [21] suggested a strategy for reducing the
likelihood of accidents using behavior-based safety measures (BBS). Gui et al. also attempted to lower
the frequency of dangerous activities [22]. Behavior recognition methods are employed to enhance
the performance of employees [23]. In this regard, video sequences are the best option and the most
effective source of data for enhancing the performance of factory employees in terms of safety, as they
enable regular observation of events and recording along with a review of crucial times. In addition,
video recordings provide businesses with opportunities to increase the security of their activities and
demonstrate the most dangerous behaviors and actions.

Some authors have suggested a surveillance-based system that uses audio and video information
for security, defense, and fighting terrorism [24,25]. This system depends upon a pan-tilt-zoom (PTZ)
camera that can record human body video. A laser doppler vibrometer (LDV) [26,27] was also used to
get audio from a distance by detecting how objects move. The system needed a theodolite to control
how LDV is set up. The good thing about this system is that it uses both sound and sight to find out
what is happening, making it easier to find threats. The audio may also have much information about
a possible event that can hurt people, but most existing video surveillance systems only showed parts
of what was being watched [28,29]. Systems that rely on what you see are sensitive to changes in the
environment and noise that affect how data is sent.

Video surveillance system constraints include data transfer. To reduce this limitation, Li et al.
[16,30] presented an architecture for a video surveillance system based on throughput characteristics
of WiMAX (AW) and Hybrid WIFI-WiMAX (HWW) systems. The AW system allows WiMAX
IP cameras to connect directly to stations. The HWW system employs WIFI IP cameras connected
to customer premises equipment (CPE) that is also linked to the base station [31,32]. The remote
visualization was created over the internet, but the local visualization involves connecting PCs to CPE.
Ethernet cables or the wireless interface may be used for data transmission. This occurs by capturing
the data (using a WiMAX or WIFI IP camera) and data conversion into digital signals. The strength of
these systems is their capacity to transmit data remotely, even if the camera is located many kilometers
from the base station. However, the system’s drawbacks are the WiMAX wireless communication and
the antenna alignment.

Inspired by advancements in other fields, video surveillance systems are continuously evolving
in terms of the utilized equipment and the performed analysis, particularly with the application of
machine learning and deep learning algorithms.
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3 System Design and Methodology

The methodology of our system includes background extraction, semantic segmentation, object
detection, object tracking, and verification. The system first extracts frames from the video that has
to be analyzed. The first step of the proposed system consists of applying the background subtraction
technique used to distinguish between foreground and background. After background subtraction,
the image segmentation process is used to segment the video frames into different parts. Next,
segmentation is performed using machine learning classifiers, and the acquired segmented result is then
utilized for pedestrian detection. In segmentation, a random forest algorithm compares leaf nodes with
the parent node precisely. The latter is performed using multiple template matching. After pedestrian
detection, the generated result is provided to the particle filter for tracking. Finally, the pedestrian is
verified by comparing the tracked object’s pixel values with the pedestrian’s hotspot pixel value in IR
images. Fig. 1 explains the design of the proposed system methodology.

Figure 1: Proposed system architecture

3.1 Background Subtraction Using Yen Thresholding Method

Background subtraction is a process that allows an image’s foreground to be extracted for further
processing. It is performed using changes occurring in the foreground or calculating the difference
between foreground and background pixel values. For background subtraction, Yen’s thresholding
technique has been adopted. This is an automatic multi-level thresholding technique.

Pi =
∑ti−1

j=ti−1
Pj (1)

where Pi is the normalized probability at level j. The automatic multi-level thresholding technique is
used extensively in image processing. Image thresholding methods can be divided into two categories
that are parametric and non-parametric approaches. In parametric approaches, a statistical model
is initially assumed, and a set of parameters that control the model’s fitness are found using a
histogram. In non-parametric methods, thresholds are selected by optimizing an objective function,
like maximizing between-class variance. Non-parametric approaches are more error-free and vigorous
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than parametric ones. Fig. 2 shows the original image and the image with the background subtracted,
respectively. The mean intensity of the whole image and between-class variance is approximately
determined by:

μT =
∑L−1

i=0
i . pi =

∑K−1

k=0
μkωk (2)

Figure 2: (a) Original image with pedestrians and background and (b) background subtraction results

3.2 Scene Segmentation: Random Forest

Segmentation is the process that labels each pixel in an image with a corresponding class. Next, a
machine learning algorithm is used with the original image, and a labeled image is provided to predict
the label for each pixel and define every class. We utilized a random forest classifier for class prediction.
Gabor filter, pixel features, Canny, Roberts, Sobel, Scharr, Prewitt, gaussian, and median filter, were
selected. These filters serve as the random forest classifier for segmentation. Fig. 3a represents the
background subtracted image, while Fig. 3b shows the segment of the roof, poles, pedestrians, and
background with different labeled pixels.

Figure 3: (a) The labels for segmentation (b) the segmented image containing the roof, poles,
pedestrians, and background

We had five classes for segmentation, i.e., ground, pedestrian, poles, roof, and background. Fig. 4a
represents the Gabor filters and their importance in the segmentation task, while Fig. 4b shows the
rest of the features and their importance for segmentation.

The ROC curve graph shows the performance of the random forest classifier at different
classification thresholds. Fig. 5 shows the ROC curve of the selected classifier used for segmentation.
The average accuracy of the segmentation task is 75%. The classifier could not segment the ground
region, but segmented pedestrians, roofs, poles, and ground with relatively higher accuracy as the area
under the curve (AUC) is very high.
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Figure 4: (a) Gabor filters and their importance in the segmentation task, (b) sobel, roberts, perwitt,
gaussian, etc., and their importance in the segmentation task

Figure 5: ROC curve for classifier used for the segmentation task

3.3 Multiple Template Matching

Multiple template matching is utilized to accomplish object detection on a particular image.
It uses the list of templates as a testimonial to identify objects that are similar to the present in a
particular image. It works by sliding the template across the original image. As it slides, the template
is differentiated from the chunk of the image under it. It performs matching by calculating the
dimensions that are similar to the template and the chunk of the original image. The multiple template
matching method uses a correlation method to find the association between the original image and
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the list of templates. The template is found if a correlation is more than a provided threshold value.
Otherwise, the template is not found. The source image is converted into a grayscale image, and it is
divided into portions of n × n matrix. Then, the sliding window is used, and the template is moved
across all the portions of the source image to find similarities between a portion of the source image
and the template image. The similarity metric calculated is stored in a matrix, where the portion with
the highest similarity value is considered the target region on the source image. If the source image has
more than one portion with a high similarity value, the maximum matching value has been assigned
to more than one portion of the source image. Eq. (3) is utilized to find the maximum correlation of
portions of the source image for the template image.

Correlation =
∑N−1

i=0

(xi − x) . (yi − y)√∑N−1

i=0 (xi − x)
2 .

∑N−1

i=0 (yi − y)
2

(3)

where x is the grey template image, x gives the average grey level in the template image, y provides the
grey source image, y suggests the average grey level in the source image, and N represents the template
image size.

In Algorithm 1, the multiple template matching algorithm takes the raw images and templates as
input. It then calculates the correlation between the raw images divided into blocks of size n × n,
and the template images. The correlation results are saved in matrix form, and the most significant
correlation is further selected as the matched region. The algorithm returns this matched region as
coordinate points of a rectangular region, representing the detected template region on the original
image.

Algorithm 1: Multiple Template Matching
Input: raw frames, templates
Output: ROI coordinates (x, y, w, h) in preprocessed frames;
begin

1. for i in range (total frames)
2. for j in range (total templates)
3. convert_to_grey (frame)
4. convert_to_grey (templates)
5. size_of_image ← size (image);

size_of_template ← size (templates)
if (size_of_template image > size_of_image)
template ← resize (template)
else
%Calculate similarity metric.%

(Continued)
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Algorithm 1: Continued
image_parts ← blocks (nxn, image)
correlation (frame(i) ↔ templates(j))
similarity_metric ← matrix (correlation).
highest_value ← greatest (correlation);
if (highest_value > 0.8)
(x, y, w, h) ← matched (template)

else
template_not_matched
end if
end if

6. end for
7. end for
8. Return coordinates

After multiple template matching, we can detect pedestrians from our frame images. Figs. 6a and
6b show examples of the templates used. Figs. 6c and 6d display the image with detected pedestrians.

Figure 6: (a) Template used for multiple template-matching algorithms, (b) another template used for
multiple template matching, (c) region where a single template is matched, and (d) detected pedestrians
after multiple template-matching algorithms
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3.4 Particle Filter Tracking Module

Target tracking in forward-looking infrared (FLIR) video sequences is an important but chal-
lenging topic in computer vision. Unlike visible light spectrum videos, the difficulties of tracking
FLIR videos lie in the low signal-to-noise ratio (SNR), poor target visibility, completing background
clutter, and abrupt motion incurred by high motion. The tracking system has two typical challenges
in FLIR video tracking. The first challenge is related to modeling the target appearance to adapt to
the appearance changes in case of a cluttered background. The second challenge consists of dealing
with the drastic abrupt motions incurred by the sensor. Modeling the target appearance is always
a challenging issue in visual tracking. The visual features can vary from low-level features to high-
level semantic features. In the context of FLIR tracking, the frequently used visual features for
appearance modeling include intensity histogram, standard variance histogram, and edge along with
shapes. Although these features have shown their effectiveness to the scale changes and slow varying
appearance, it is still hard to solve and model appearance changes incurred by intensity and size
variations over a long time.

Detection of targets in the FLIR sequences is a complex problem due to the instability of targets.
Hence, the thermodynamic state of the targets, atmospheric conditions, and background are the most
critical factors affecting the stability of targets. Most of the time, the background outcome shapes
are identical to those of the actual target, and the targets will be hidden. This paper focuses on target
tracking and establishing initial target detection. The implementation focuses on the hot targets, which
appear as bright spots in the scene with high contrast when compared to the neighboring background.

In a particle filter, we approximate the posterior p (xt|yo:t) with a Dirac measure for finite N
particles

{
xi

t

}
i=1... N

. Candidate particles are sampled from an appropriate proposal distribution x̃i
t ∼

q (xt|x0:t−1, y0:t), and the particles are weighted according to their importance using the following ratio:

wi
t = wi

t−1

p
(
yt |̃xi

t

)
p

(̃
xi

t|xi
t−1

)
q

(̃
xi

t|xi
0:t−1, y0:t

) (4)

Given a general non-linear discrete-time system.

s (k + 1) = f (s (k) , t (k)) + g(s (k) , t (k) w (k)) kεN (5)

where s (k) PX
n is the state of the system

z (k) = h (s (k) , t (k)) + v (k) kεN (6)

Z (k) = {z (0) , . . . , z (k)} (7)

z (k) is the measurement for process noise and measurement noise densities Z (k) is the set of
measurements.

Algorithm 2: Particle filter tracking
1. Initialization:

Draw a set of particles for the prior p (Xo) to obtain
{
X (i)

o , w(i)
o

}N

i=1
where w(i)

o is the weight for
the particle X (i)

o , let k = 1.
2. Sampling

a. For samples i = 1, . . . , N
Sample X (i)

k from the proposal distribution
p

(
X (i)

k , X (i)
k−1

)
These are sample points randomly distributed

(Continued)



3284 CMC, 2023, vol.75, no.2

Algorithm 2: Continued
b. Evaluate the new weights

W (i)
k = p(Zk|W (i)

k ), i = 1, . . . , N
c. Normalize the weights

W (i)
k = W (i)

k∑N

j=1W
(j)
k

, i = 1, . . . , N

The initial points are moved according to the evaluated weights
3. Output a set of particles

{
X (i)

k , W (i)
k

}N

t=1
that can be used to approximate the posterior distribution as

P
(
Xk|Zk

) ≈ ∑N

i=1 W (i)
k δ

(
Xk − X (i)

k

}
,

here we recursively update the posterior distribution over the current state X (i)
t given all the observa-

tions Zk = Z1, . . . , Zk and the estimate as
Ep(g|Zk) (fk (Xk)) ≈ ∑N

i=1 W (i)
k f

(
X (i)

k

}
which is the Monte Carlo approximation of the integral, where δ (g) is the Dirac delta function.
4. Resample particles X (i)

k with probability w(i)
t to obtain N independent and identically distributed

random particles X (j)
k , approximately distributed according to P(Xk|Zk)

5. k = k + 1, go to step2.

Hence, Fig. 7 shows the effectiveness of particle filter algorithm for tracking diffrent number of
pedestrains.

Figure 7: (a) Particle filter tracking result with six tracked pedestrians, (b) particle filter tracking result
with three tracked pedestrians

4 Experimental Results and Analysis

The experimental section is divided into two sections. The first section describes the acquired
dataset, while the second section evaluates the performance of the proposed system over the Ohio State
University (OSU) Thermal Pedestrian Database. Furthermore, the proposed system is assessed with
segmentation accuracy, precision, recall, F1-score, and support. Detection accuracy is represented by
the accuracy of detection in multiple sequences. Finally, the system’s tracking accuracy is calculated
using the multiple-object tracking accuracy model.

4.1 OSU IR Dataset Description

The dataset utilized is the OSU Thermal Pedestrian Database. It is part of the OCTVBS
benchmark dataset. The number of sequences in this dataset is 10. The proposed system used the
first sequence, which has 1057 images, where each image is an 8-bit grayscale bitmap with 360 ×
240 resolution. The dataset shows pedestrian intersections at Ohio state university with multiple
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pedestrians on campus. Our sequence contains a minimum of two pedestrians and a maximum of
10 pedestrians in a single frame. The scenery of the images has ground, different pedestrians, street
lights, and campus buildings.

4.2 Performance Analysis of Proposed System

The segmentation process was achieved using the random forest classifier to segment the
background-subtracted images. The segmentation gives segmented region classes of background,
roofs, poles, and pedestrians. Table 1 shows the classification report for our classifier, and Table 2
represents the confusion matrix over the dataset. It is clear that random forest achieved better results
for the roof and background classes.

Table 1: Classification report of RF model over OSU IR dataset

Number of objects Precision Recall F1-score Support

Poles 0.62 0.19 0.29 108
Pedestrians 0.82 0.36 0.50 154
Roof 0.92 0.83 0.87 354
Background 0.98 1 0.99 14744
Accuracy 0.83 0.60 0.76 1566

Table 2: Confusion matrix for RF classifier over OSU IR dataset

Classes Poles Pedestrians Roof Background

Poles 20 6 2 80
Pedestrians 2 55 1 96
Roof 0 0 294 60
Background 10 6 23 14705

In Table 3, we observed pedestrian detection using a multiple template matching algorithm. Due to
the changing shape of the pedestrians, pedestrian detection works only when a new pedestrian enters a
frame. It enhances the accuracy by up to 87%. For a given time interval, if we made detections through
a multiple template matching algorithm and if the shape of the pedestrians did not match the template
in the list of templates, then the algorithm failed to detect the pedestrian. The accuracy result of the
pedestrian detection method is given in Table 3.

Table 3: Detection accuracy of MTM model

Frame sequences Pedestrians Ground truth Detected Accuracy

Sequence 1 (80 frames) 2 160 160 100%
Sequence 2 (121 frames) 3 363 363 100%
Sequence 3 (12 frames) 4 48 48 100%

(Continued)
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Table 3: Continued
Frame sequences Pedestrians Ground truth Detected Accuracy

Sequence 4 (24 frames) 5 120 108 90%
Sequence 5 (42 frames) 6 252 242 96%
Sequence 6 (31 frames) 8 248 234 94%
Sequence 7 (202 frames) 9 1818 1573 87%
Sequence 8 (364 frames) 10 3640 3030 83%
Average accuracy 87%

In Fig. 8, pedestrian tracking is done using a particle filter, and the results are calculated using a
multiple-object tracking algorithm (MOTA). The results of MOTA are presented in Fig. 8, where the
false negatives and false positives are reduced to minimum levels.

Figure 8: Tracking results of multiple object tracking

Table 4 illustrates the comparison with benchmarked techniques for pedestrian detection on the
same dataset. EBV is the Edgelet-boosting-VS, HSV is HOG-SVM-VS, and HSI is HOG-SVM-IR.
The proposed method outperformed the benchmarked techniques in terms of detection rate, while
pedestrian detection based on Haar-Like features with an Adaboost filter is ranked as the second-best
technique.

Table 4: Detection comparison with state of the art

Techniques Detection rate (%)

EBV [33] 79.68%
HSV [33] 79.16%
HSI [33] 78.70%
Shape context based adaboost cascade [34] 70%
Haar-like features with adaboost filter [35] 86%
Proposed system 87%
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5 Conclusion

In this paper, we have designed and implemented a pedestrian detection and tracking system
that can accurately detect and predict the movements of pedestrians during the night by using
multiple machine learning algorithms. First, the background and foreground are segmented via Yen’s
thresholding technique. After background subtraction, the image is segmented into multiple classes
using a machine-learning classification model. Then, pedestrian detection and pedestrian tracks are
applied over the segmented frames. Further, the pedestrian detector module uses a multiple template
matching algorithm. It accurately detects pedestrians with an 87% accuracy rate in all the frames.
In comparison, the tracking algorithm accurately tracks the pedestrians with an 81% accuracy rate
through a particle filter for tracking in the frames and keeping the count.

We plan to enhance the model in the future by experimenting with deep learning algorithms
[36–38] for further improvements. The accuracy rates will also be improved by using deep learning
techniques and different models.
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