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Abstract: As deep learning techniques such as Convolutional Neural Net-
works (CNNs) are widely adopted, the complexity of CNNs is rapidly increas-
ing due to the growing demand for CNN accelerator system-on-chip (SoC).
Although conventional CNN accelerators can reduce the computational time
of learning and inference tasks, they tend to occupy large chip areas due
to many multiply-and-accumulate (MAC) operators when implemented in
complex digital circuits, incurring excessive power consumption. To overcome
these drawbacks, this work implements an analog convolutional filter con-
sisting of an analog multiply-and-accumulate arithmetic circuit along with an
analog-to-digital converter (ADC). This paper introduces the architecture of
an analog convolutional kernel comprised of low-power ultra-small circuits
for neural network accelerator chips. ADC is an essential component of the
analog convolutional kernel used to convert the analog convolutional result to
digital values to be stored in memory. This work presents the implementation
of a highly low-power and area-efficient 12-bit Successive Approximation
Register (SAR) ADC. Unlink most other SAR-ADCs with differential struc-
ture; the proposed ADC employs a single-ended capacitor array to support
the preceding single-ended max-pooling circuit along with minimal power
consumption. The SAR ADC implementation also introduces a unique circuit
that reduces kick-back noise to increase performance. It was implemented in
a test chip using a 55 nm CMOS process. It demonstrates that the proposed
ADC reduces Kick-back noise by 40% and consequently improves the ADC’s
resolution by about 10% while providing a near rail-to-rail dynamic range with
significantly lower power consumption than conventional ADCs. The ADC
test chip shows a chip size of 4600 um? with a power consumption of 6.6 uW
while providing an signal-to-noise-and-distortion ratio (SNDR) of 68.45 dB,
corresponding to an effective number of bits (ENOB) of 11.07 bits.
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1 Introduction

As deep learning technology is being rapidly adopted, recently, it is being introduced in mobile
applications such as wireless sensor networks, mobile phones, and medical sensors. This trend has
ignited the need for high-speed deep learning accelerators in ultra-low power and ultra-small sizes.
Currently, most convolutional natural network accelerators for deep learning and inference are
implemented in full-digital SoCs, which tend to incur excessive power consumption and chip size
when implemented with large-scale multiply-and-accumulate operations. Recently a mixed-signal
approach has been studied, which can significantly reduce power consumption by replacing the digital
multiply-and-accumulate operators with analog convolution kernel circuits [1]. In continuation to
overcome these constraints, this paper presents a new architecture that replaces the conventional
digital convolutional filter circuits with analog multiply-and-accumulate (MAC), Max pooling, and
ADC circuits. The analog MAC circuit takes the digital image data and weight values as input
to convolve them and convert them to analog current, accumulating an equivalent voltage over
capacitors. Subsequently, the MAC outputs are processed by an analog max-pooling circuit which
selects the highest value from a set of MAC outputs. Finally, the ADC converts the analog output of
max-pooling (highest value) into a digital value to be stored into the memory as an output feature map.
Since the ADC greatly impacts the power consumption and the accuracy of the analog convolution
filter, this paper focuses on the architecture and implementation of the ADC. This paper proposes a
12-bit SAR ADC optimized for the analog convolution filter. It introduces a comparator design that
reduces kick-back noise and increases dynamic range while minimizing power consumption and size
by employing a single-ended capacitor array.

2 Background

A Convolutional Neural Network (CNN) algorithm is helpful for finding patterns to analyze
images, learn images directly from data, and classify images using the patterns. The core concept
of CNN is to extract feature information by repeatedly calculating a set of convolutional kernels by
scanning a small spatial kernel window over the image [2]. CNN can process images more effectively
by filtering techniques than traditional artificial neural networks, which use fully connected layers of
synapses such as in [3].

Fig. 1 shows the simplified algorithm structure of a small CNN. A CNN generally consists of
convolution, pooling, and fully connected layers. Each convolution layer can extract meaningful
information in an abstract form of feature data from either the input image or the output feature
data of the previous convolution layer. The pooling layers are repeated in multiple layers to reduce the
amount of feature data. The final layers of a CNN employ fully connected structure that effectively
calculates the classification or detection results. After the final output layer, loss functions such as
cross-entry and soft-max are added to calculate the errors and backpropagate the gradient values.

A convolution operation is performed by a series of multiplications of weight parameters and
input data, followed by accumulating the multiplication results. Fig. | shows a convolutional kernel
of size 3 x 3 that scans through the image of size 5 x 5 from the top left corner to the right
direction and then downwards. First, the convolutional kernel multiplies each pixel within the yellow
window by the corresponding weight parameter of the kernel. Then, it accumulates partial products to
produce the convolution results as output feature data [4]. The conventional hardware accelerators for
the convolution layer often employ an array of parallel multiply-and-accumulate (MAC) operators,
which is attributed to the majority of power consumption of the overall CNN accelerator. In an
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attempt to reduce the power and area of the CNN accelerators, many researchers are adopting mixed-
signal approaches [5,6]. To reduce the power consumption and size, this paper introduces an analog
convolutional neural network (ACNN) comprising an analog convolutional kernel, an analog max
pooling circuit, and a low-power SAR ADC.
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Figure 1: An example of convolutional neural network (CNN) classification structure

An analog convolutional neural network has been introduced in [7]. Fig. 2 illustrates a block
diagram of an analog convolutional layer, consisting of 3 analog convolutional kernels, an analog max
pooling circuit, and an ADC. In the example of Fig. 2, the three kernels can process three channels for
the Red, Green, and Blue colors of the input image. Each of the three convolutional kernels takes nine
pixels and nine weight parameters and computes nine multiplications in the current mode. A total of 27
nine multiplications are simultancously calculated by the three kernels, whose results are accumulated
into a capacitor C . Once the accumulation is done, the kernel window slides over the image by 1
pixel to the right, downwards, and right. The above operation is repeated by sliding the kernel window
to four neighboring pixels. Each of the kernel results is accumulated in the four capacitors respectively.
Once the accumulation results of the four kernels are obtained, the analog max-pooling circuit takes
the voltage of the four capacitors and selects the highest voltage from the four. Then, the ADC converts
the highest voltage from max-pooling into a digital value.

3 Architecture of Proposed 12-Bit SAR ADC

This paper is focused on the ADC specially designed for the analog convolutional kernel. This
paper proposes the architecture of SAR ADC with a relatively simple structure and high area and
energy efficiency among various ADC types. Capacitor array DAC (CDAC), one of the critical
components of the conventional SAR ADC, is composed of Metal-Insulator-Metal Capacitor (MIM
Cap). As the resolution increases, the size of the required capacitors increases rapidly, and power
consumption increases excessively. Many studies have been conducted to reduce the size and power
consumption of these CDACs. Some examples include a method of using a split capacitor array [¢],
a method of adjusting the magnitude of the supplied reference voltage [9], a method of reducing
unnecessary switching in the DAC[10], and a charge recycling method [1 1]. This paper uses a capacitor
array DAC employing split capacitors to reduce CDAC size and power consumption.
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Figure 2: Analog CNN kernel structure including Max pooling

SAR ADC requires a sample and hold circuit to stabilize its input voltage. However, the proposed
SAR ADC for the ACNN kernel does not require a separate sample and hold circuit because it utilizes
the max-pooling circuit as its sample and hold circuit. The 12-bit SAR ADC receives the output voltage
of max-pooling as an input and converts the analog value into a digital value by a series of bit decisions
through a total of 12 comparisons in the comparator.

Fig. 3 shows the proposed SAR ADC block diagram. The proposed SAR ADC consists of a
comparator, SAR logic control, and capacitor array digital-to-analog converter (CDAC). In order to
convert the input voltage V,,, the SAR controller successively configures the bit switches of CDAC for a
series of 12 cycles and produces the output voltage of CDAC closely matching the max pooling voltage.
Eq. (1) models the output voltage V,,, of CDAC configured by the SAR controller. It configures the
Capacitor ratio of the CDAC to produce V,,, that is expressed by Eq. (1). Since the ADC input V, is
the output of MAX Pooling, it is compared with the CDAC output V,,,, which starts from the initial
voltage of 1/2 V,,, and gradually approaching the V', (voltage value of max pooling output).

m I/,,L, )
Vout = ZDmfnz_nf (1)
n=1

In Eq. (1), m represents the number of bits of the ADC, while D, represents the i-th bit of the
ADC'’s digital output. As a result of the comparator, if the V', value is greater than the CDAC output
value, the SAR controller maintains the current digital bit D; as ‘1’. If V,, is smaller, the controller
flips D; to ‘0’ and stores it in the output register. The digital conversion is finished upon completing
this comparison process for all bits and the digital register provides the final digital value.
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Figure 3: Proposed 12-bit SAR ADC architecture

3.1 Low-Power Capacitor DAC Design

Fig. 4 shows a basic conventional architecture of 12-bit CDAC. Suppose that the capacitor size
for the LSB bit (b = 0) is set to C. Then the size of the capacitors corresponding to the remaining bits
b is determined to be 2~' C. Accordingly, the total size of the capacitor is (2¥) C for K-bit ADC, which
can incur excessive silicon area for a high-value K. Furthermore, the large capacitor size leads to high
energy consumption during the successive process of charging and discharging.
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Figure 4: Capacitor array within a standard binary weighted 12-bit CDAC

Fig. 5 shows a compact architecture using a split array structure which inserts a series capacitor
called an attenuation capacitor [12]. The attenuation capacitor of size (64/63) C is inserted in a series
configuration to split the array into two sub-arrays. The magnitude of the total capacitance of the split
array is reduced to (127 4 64/63) C. The value of the attenuation capacitor is determined by Eq. (2).

sum of the LSB array capacitors

Catt = -C (2)

sum of the MSB array capacitors

We can drastically reduce the total capacitor size by inserting more attenuation capacitors into

the array. However, as the number of attenuation capacitors increases, the performance of CDAC

deteriorates due to the influence of the increasing parasitic capacitance introduced by attenuation
capacitors.
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Figure 5: Capacitor array of a 12-bit CDAC with one split capacitor

Fig. 6 shows the 12-bit CDAC consisting of 3 sub-arrays split up by two attenuation capacitors.
The two attenuation capacitors have a size of (16/15) C. The total capacitance of this CDAC array
is now reduced to (46 + 32/15) C. The significant decrease in total capacitance offers substantially
lower power consumption and faster settling time. However, parasitic capacitance increased in the
split capacitor array can deteriorate linearity and the SNDR performance of ADCs.
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Figure 6: Capacitor array of a 12-bit CDAC with two split capacitors

To optimize linearity, size, and power consumption, we compare capacitors used in CDACs to
select capacitors best suited to our target SAR ADC, especially for analog CNN kernel.

Fig. 7 shows (a) the layout of the metal-oxide-semiconductor (MOS) capacitor, (b) the layout of
the metal-oxide-metal (MOM) capacitor, and finally, (c) the layout of the metal-insulator-metal (MIM)
capacitor. Table 1 shows the pros and cons, capacitance, and size of each three capacitor types. The
MOS capacitors have the highest capacitance density and the smallest size, but their current-voltage
(CV) curves show poor linearity. Therefore, they are not suitable for ADCs of high accuracy, where
capacitors must maintain constant capacitance over a wide range of voltage changes. On the other
hand, MIM capacitors exhibits nearly constant capacitance values regardless of the voltage applied
to both ends of the capacitor. However, they suffer from the problem of enormous size. In contrast,
MOM capacitors offer relatively high capacitance density with high enough linearity in the CV curve
[13]. In this work, therefore, we chose the MOM capacitor type for the 12-bit SAR ADC because
we need to minimize its size using multiple split sub-arrays for minimal power consumption and still
ensure high enough linearity for high-resolution conversion.
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Figure 7: Capacitor layout of (a) MOS capacitor, (b) MOM capacitor and (c) MIM capacitor

Table 1: Characteristics according to the type of capacitor

Capacitor type Pros

Cons

Unit capacitance

Size of unit

capacitance
MOS capacitor e High capacitance e Non-linear CV curve 10.8402 fF (4.57 2.37 um?
density 4.5-4.6 e Voltage-controlled fF/um?)
fF/um? capacitor
e Area-saving and
convenience
MOM capacitor e High capacitance e Higher Bottom plate 2.17512 fF (0.43  5.03 um?
density than MIM capacitance than fF/um?)
cap. 0.4-0.5 fF/um’ MIM capacitors
e Linear CV curve e Large parasitics
(especially to
bulk/ground)
MIM capacitor e Low bottom plate e Lower capacitance  5.6337 fF (0.15  36.44 um*

capacitance
e Linear CV curve

density. ~0.1-0.2
fF/um?

High proportion of
parasitic caps

fF/um?)

Fig. 8 shows the layout of CDAC of the proposed architecture based on split-array using MOM
Capacitors. The total area of this CDAC is 1410 um?. Table 2 compares three architectures of CDACs:
conventional CDAC array, one-spit array, and two-split array. Among the three CDAC architectures,
the two-split array is the smallest size. Table 2 compares CDAC designs using MIM and MOM
capacitors for each architecture. The CDAC using MOM capacitors is about two times smaller than
the CDAC using MIM capacitors. Since the area of CDAC is vital for the whole area of a SAR ADC,
we chose the MOM capacitor for CDAC design to reduce both the size and power consumption of

the entire target SAR ADC.
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Figure 8: Layout of two split capacitor-array DAC using MOM capacitors

Table 2: Comparison among the 3 configurations for CDAC arrays

CDAC architecture Capacitor Total capacitance (C) CDAC area (um?)
Conventional MIM 4096 178000
MOM 4096 46450
One split (2 sub-arrays) MIM 128 4700
MOM 128 2890
Two splits (3 sub-arrays) MIM 48 2450
MOM 48 1410

3.2 High Accuracy Low-Power Comparator Design

Conventional latch-based comparators produce a digital output using a latch’s cross-coupled
structure with positive feedback. Unfortunately, such comparators suffer from two inherent draws
that hinder their performance. First, kick-back noise occurs when a significant voltage variation of the
internal node interferes with the input voltage to degrade the performance [14]. Second, the dynamic
voltage range of simple latched-based comparators is insufficient due to the limited operating range
of transistors in each stage of the comparator, which leads to a loss of signal-to-noise ratio (SNR) [15].
To overcome these drawbacks, this work proposes a comparator that improves SNR by introducing
a notion of a complementary dual input stage which significantly increases the dynamic input range
without incurring extra power consumption. In addition, the proposed comparator employs a kick-
back noise cancellation circuit, further improving SNR.
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Fig. 9 shows a circuit of a conventional latch-based comparator with a pre-amplifier. Here, a clock
signal (CLK) controls the transistors M4, M5, and M1 in the pre-amplifier stage. This comparator
operates in two modes: 1) In the pre-charging step, the output node Out+ and Out— are charged
with VDD; 2) In the evaluation step, (a) if Vin+ is higher than Vin—, then the load capacitor at M3
discharges faster than that at M2 until it reaches the threshold voltage of M 11 causing it to turn off.
Therefore, the output node Out— is ‘0’ and the output node Out+ is ‘1’. (b) If Vin— is higher than
Vin+, then the load capacitor at M2 discharges faster than that at M3 until it reaches the threshold
voltage of M10 causing it to turn off. Therefore, the output node Out+ is ‘0’ and the output node
Out— is still ‘1’ [16]. However, as the input values of Vin+ and Vin— approach VDD, the discharge
rate of the two load capacitors becomes virtually the same. Eventually the voltages of node A and node
B become the same. Therefore, if a PMOS-based latch-type comparator is used, the input range of the
comparator is limited to VDD-| V| in VSS.
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Figure 9: Conventional latch-based comparator with pre-amplifier

Fig. 10 shows the simulation result for Node A and Node B when 1 and 1.1 V are given as inputs.
It discloses the problem that the discharge speed of the two load capacitors at nodes A and B is nearly
the same as the two inputs approach the maximum voltage of 1.2 V (VDD). Thus, the comparator
cannot tell the difference between the input voltages. Therefore, although the conventional latch-based
comparator of Fig. 9 has the advantage of low power, its simplistic differential input pair incurs severe
limitations in that it cannot distinguish the two inputs when the inputs approach the maximum voltage
(VDD).

Fig. 11 shows the circuitry of the rail-to-rail latch-based comparator with a pre-amplifier [17].
This comparator has a wide input range because it receives input through two differential pairs of
PMOS and NMOS types, but it suffers from high power consumption due to more current paths.
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To overcome the drawbacks of the exiting comparators, this work proposes a new comparator
which introduces a complementary structure of dual input transistors in the pre-amplifier stage and
is shown in Fig. 12. In order to ensure that the two input paths have different discharge rates even
when the two inputs are close to the maximum voltage, complementary transistors M2a and M3a are
added. These transistors receive inputs opposite to the existing two inputs. The proposed comparator
offers the advantages of low power and compact size since it uses only a single differential pair in the
pre-amplifier stage, along with the rail-to-rail input range.
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Figure 12: Proposed complementary dual input rail-to-rail Comparator

Fig. 13 shows the simulation results for Node A and Node B when the two inputs are very close to
VDD, for example, 1 and 1.1 V, respectively. It can be observed that the discharge speeds of the load
capacitors at nodes A and B are different. Therefore, the voltage at Node A is higher than Node B, so
output Out+ becomes ‘0’ while output Out— is ‘1°.
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Figure 13: Simulation results of the proposed complementary dual input rail-to-rail dynamic compara-
tor with pre-amplifier

Fig. 14 shows the simulation results of converting the digital output value from SAR ADC for
ramp input (Vin) into analog value (Ideal DAC_out) using an ideal DAC. The input range is from
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VSS to 1.0V, over which the output of the ideal DAC is compared against ramp input. Fig. 14a shows
the result of the conventional comparator of Fig. 9, while Fig. 14b show the result of the proposed
comparator of Fig. 12. Due to its simplistic PMOS differential pair, the conventional comparator of
Fig. 14a stops correct operation and saturates at a voltage of 915 mV and above. In contrast, Fig. 14b
shows that the proposed comparator correctly operates from VSS to 1.0 V, extending the operational
range significantly by 9.2% compared to the conventional comparator.
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Figure 14: Simulation results of the ADC followed by an ideal DAC for the ramp function (a) using a
conventional comparator, and (b) using the proposed the comparator

3.3 Reducing Kick-Back Noise of Comparator

Kick-back noise is one of the causes that degrade the accuracy of the SAR ADC [18]. When a
significant voltage variation, like a clock signal, is applied to an internal node that carries the input
signal, the kick-back noise occurs and deteriorates the input voltage. Fig. 15 shows the output voltage
of the CDAC that is provided to the comparator as input. In Fig. 15 at (¢), if the voltage at the internal
node fails to return to its original voltage until the next clock, it is not easy to compare the exact
values in the comparator. In this work, to reduce this problem, we introduce a method that cancels the
kick-back noise by generating kick-back noise of opposite phases through a dummy input circuit [19].
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Figure 15: The output results of CDAC

Fig. 16 1illustrates the kick-back noise reduction circuit, which adds a dummy capacitor each at the
two inputs of the pre-amplifier stage of the comparator input terminals. The dummy capacitors are
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formed by transistors M1d and M2d. First, using transmission gates triggered by CLK and CLKB,
signals of the opposite phase to kick-back noise are applied to pre-charge the dummy capacitors. Next,
these oppositely phased signals are added into the two complementary input voltages, V', and V' _. This
addition of noise at the input terminals will cancel out the internal node’s voltage variations. Hence
the input voltage will not deteriorate, and the Kick-back noise effect will be minimized.
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Figure 16: Kick-back noise reduction circuit

Fig. 17 shows the output of the CDAC, which becomes the input of the comparator. Fig. 17a
shows the simulation results of the comparator without the cancellation circuit where CDAC_out
is deteriorated by kick-back noise for about 2.08 mV. Fig. 17b shows the simulation results of the
comparator with the proposed cancellation circuit, where kick-back noise is reduced by about 40% to
about 1.27 mV. Due to the decrease in kick-back noise, the ENOB of the proposed 12-bit SAR ADC
increases by more than 10% from 10.2 to 11.07 bits.

.............

Figure 17: Simulation of the CDAC output (a) before removing the noise (b) after removing the noise
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3.4 Analog Convolution Neural Network Kernel Using ADC

Fig. 18 shows the simulation results of an analog convolutional neural network (ACNN) where
the proposed ADC is applied. It consists of a total of three units of analog convolutional kernel units
(ACUs), each comprising nine analog multipliers. Each analog multiplier takes input image pixel data
A [0:3] and filters weights B [0:3]. The three ACUs produce the sum of the multiplications in the
form of current. The total current amount from the three ACUs is accumulated in one of the four
capacitors C,cc to produce output in the form of voltage VC,cc, as illustrated in Fig. 18. The above
convolutional computation is repeated for 4 four stride movements (stride by one pixel) of filter data
over input image data sequentially, starting from upper left corner then moving right, downwards
and left. Multiplication results from three ACUs in the form of current are accumulated over each
capacitor corresponding to the respective stride movement. Once the four capacitors are charged with
four voltages VC,cc through the four repeated convolution computations, the analog max-pooling
circuit selects the highest voltage among the four. For the example of Fig. 18, the voltage values
produced by the four accumulation capacitors are 423, 554, 438, and 356 mV, respectively. The highest
voltage, 555 mV, becomes the output value of the max-pooling circuit. This highest voltage value is
then converted to a digital value of 100011100111 by the proposed ADC. For verification, this digital
value is converted back to an analog voltage by an ideal DAC. The analog voltage value is 556 mV
showing an error of only 1 mV, thus verifying the high accuracy of the proposed ADC.

«  Three Convolutional Units(CU)

* Four Accumulation trimmed capacitors. = =
» 1 voltage max for Max Pooling. onvotud Comtu
« 1 12-bit ADC for conversion. :
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X T = ADC Result
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Figure 18: Simulation of analog multiply-and-accumulate for CNN kernel

4 Implementation and Analysis
4.1 Implementation of the Proposed 12-Bit SAR ADC
The proposed 12-bit SAR ADC was designed using a 55 nm CMOS process. Fig. 19 shows the pre-

layout simulation results of the SAR ADC. The simulation environment in which performance analysis
was performed is as follows. The unit capacitance C of the capacitor array was chosen to be 5.56 fF,
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which leads to the compact size of 268 fF for capacitor array DAC. For both analog and digital circuits,
the supply voltage was 1.2 V. The input range of the ramp function was set to 0 to 1 V, the reference
voltage V., to 1 V, and the sampling rates to 17.857 MHz. In Fig. 19, data_<0> to data_<I1>
indicates the digital output values of the SAR ADC. As a result of analyzing the performance of
ADC after converting these digital output values to analog voltage using ideal DAC, the observed
Differential Non-Linearity (DNL) was —0.48/4-0.50 LSBs, and the Integral Non-Linearity (INL) was
—0.49/4-0.58 LSBs.
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Figure 19: Simulation of 12-bit SAR ADC

Fig. 20 shows the output spectrum with a coherent frequency input f;, of 6.539 kHz for the above
12-bit SAR ADC implementation. The Sinusoidal input frequency is obtained through Eq. (3) to
accurately analyze the ADC’s performance in the spectrum domain using a Fast Fourier Transform
(FFT).

ﬁ _ Mz?ycles

= 3
f? N samples ( )

Here, N,,,,.s Was chosen to be a multiple of 2, and the value of M., must be odd and decimal. For
frequency domain analysis, the FFT size N,,,,., was set to 8192, and the sampling frequency f; was set
to 17.857 MHz. In this simulation, the value of M., was set to 3 to meet the above conditions, and
consequently, the input frequency was selected as 6.53947 kHz. Using the above parameters, ADC’s
performance was determined and compared with other works in Table 3 to have an ENOB of 11.07
bits and SNDR of 68.45 dB. The area of the ADC test chip was 0.0046 mm?, which is 21.3 times and
30.4 times smaller than the previous work [20] and [21], respectively. The performance of the ADC
test chip was evaluated at a sampling frequency of 17.8 Ms/s for a sinusoidal input signal frequency of
6.53 kHz. It demonstrated a 40% reduction in Kick-back noise and a 10% increase in ENOB compared
to other 12-bit SAR ADC based on a conventional comparator and thus provided a very high SNDR
of 68.45 dB and an ENOB of 11.07 bits. In addition, the average power consumption of the ADC test
chip during the data conversion operation was only 6.6 uW, which is 296 times and 71.5 times lower
than the previous work of [20] and [21], respectively.
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| Sampling rate : 17 MHz

"1l Signal Frequency : 6.53947 KHz
| SNR :68.45dB,ENOB : 11.07 bit

Figure 20: Output spectrum result of proposed 12-bit SAR ADC

Table 3: The performance index of the proposed SAR ADC

Item This work [20] [21]
Architecture Single ended Single ended Differential
Process (nm) 55 65 65

Supply voltage (V) 1.2 1.2 1
Resolution (bit) 12 12 12
Sampling rate (MS/s) 17.8 40 20

SNDR (dB) 68.45 67.4 65.44
ENOB (bits) 11.07 10.9 10.58
DNL (LSB) —0.48/0.50 —0.93/+0.97 —0.46/0.48
INL (LSB) —0.49/0.58 —1.28/1.11 —0.50/0.58
Power consumption (mW) 0.0066 1.96 0.4722
Area (mm?) 0.0046 0.098 0.14

4.2 Implementation of Analog CNN Test Chip

A test chip was implemented to analyze the performance of the SAR ADC and verify the
overall behavior of the mixed-signal convolutional neural network accelerator. The test chip was a
mixed-signal convolution neural network accelerator chip supporting a convolution filter with three
concurrent channels of 3 x 3 kernels It was fabricated using a TSMC CMOS 55 nm process. The test
chip was implemented by integrating the proposed SAR ADC with an analog convolutional kernel and
a max pooling circuit described in Figs. 2 and 18. The analog convolution kernel consists of 3 analog
convolution kernels to realize the convolution layer of the CNN. Each analog kernel comprises nine
multiply-and-accumulate (MAC) units which multiply 3 x 3 input image pixels with 3 x 3 weights
elementwise and produces the resulting current as the multiplication outputs. Therefore, the total
number of analog multiply units is 27, whose outputs are summed by the accumulator circuit and
stored in each capacitor. The max pooling circuit selects the highest value among the four capacitor
voltage values, while the ADC converts it to a digital value to store in memory.
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Fig. 21 shows the entire chip layout of the two sub-test chips: the first sub-test chip of the proposed
SAR ADC and the second sub-test chip of the analog CNN accelerator, including the proposed SAR
ADC. The first sub-test chip for SAR ADC consists of a CDAC array with split sub-arrays, SAR
control logic, and a sample-and-hold circuit. The second sub-test chip integrates analog convolutional
kernels, accumulation capacitors, a max-pooling circuit, a 12-bit SAR ADC and a digital controller.

ADC Area: 73 um x 63 um
(including SAR Controller)

Test Logic includes:
-Memory,

-SAR Controller, and
-Host Interface

nosy

Active Area: 130 um x 430 um
(Excluding SAR Controller)

Figure 21: Layout implemented for ACNN and SAR ADC

Table 4 shows the chip area and power consumption of the mixed-signal analog convolution kernel
design consisting of a 3 x 3 analog convolution kernel, a max pooling, and the proposed 12-bit SAR
ADC in comparison with the full-digital convolution kernel design. It can be observed that the mixed-
signal convolution kernel reduces the chip area by 85% and power consumption by 79% compared to
the digital convolution kernel.

Table 4: Comparison of mixed-signal and full digital convolution kernel design

Full digital Mixed-signal convolutional filter (This work)
lutional filt
convorttionat Hitet Mult. & Acc ADC Total
Area 0.384 mm’ 0.056 mm?’ 0.0046 mm*  0.056 mm?
Power 1.68 mW 534 uW 6.6 uW 550 uW

Fig. 22 compares the growth trend in the area and power consumption of the analog convolution
kernel and the digital convolution kernel when the size of the convolution filter gradually increases
from 3 x 3 to 15 x 15. In the case of digital convolution, when a filter more than 3 x 3 is used, the
area and power increase quadratically due to the 2D array structure of the digital multipliers, while in
the case of analog convolution filter, the area increases very smoothly.

Since most existing convolutional neural network accelerator chips were designed using digital
convolution filters, they need more power consumption and chip size. Until now, analog approaches
to convolution kernel circuits have received limited attention due to the overhead of large ADCs or
the lack of techniques for improving their accuracy. This paper, in contrast, presented a minimal but
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highly accurate SAR-ADC design enlightening the alternative roadmap to mixed-signal designs for
CNN accelerators.
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Figure 22: Mixed-signal and digital design comparison for area and power consumption

5 Conclusion

This paper proposes a SAR ADC design optimized for size, power and accuracy targeting for
Analog convolutional neural network chips. A low-power 12-bit SAR ADC is proposed using a
split capacitor array with three sub-arrays. We also analyzed various capacitor types and selected
the MOM capacitor, which offers relatively high capacitance density at the sacrifice of linearity to
trade-off between power and accuracy. Design techniques for maximizing the dynamic input range
and minimizing the kick-back noise in the comparator of the ADC were presented, which helped to
overcome the accuracy loss of the split capacitor array and offered higher SNDR and ENOB. The
proposed SAR ADC occupied 4.6 um? and consumed 6.6 uW power.

To further demonstrate the effectiveness of the proposed ADC, we integrated the ADC into the
entire test chip with an analog CNN chip. The analysis of the test chip unveiled that the chip area
and power consumption were significantly reduced compared to a conventional CNN accelerator
chip designed only for the digital circuit: the chip area was reduced by 85%, and power consumption
was reduced by 79%. Therefore, the findings in this study on an optimal design of SAR ADC and
its application to the mixed-signal neural network accelerator chip are encouraging and illuminating
pioneering paths to ultra-low power CNN accelerator realizations for future mobile Al applications.
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