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Abstract: Computational linguistics refers to an interdisciplinary field asso-
ciated with the computational modelling of natural language and studying
appropriate computational methods for linguistic questions. The number of
social media users has been increasing over the last few years, which have
allured researchers’ interest in scrutinizing the new kind of creative language
utilized on the Internet to explore communication and human opinions in a
better way. Irony and sarcasm detection is a complex task in Natural Language
Processing (NLP). Irony detection has inferences in advertising, sentiment
analysis (SA), and opinion mining. For the last few years, irony-aware SA has
gained significant computational treatment owing to the prevalence of irony
in web content. Therefore, this study develops Computational Linguistics
with Optimal Deep Belief Network based Irony Detection and Classifica-
tion (CLODBN-IRC) model on social media. The presented CLODBN-IRC
model mainly focuses on the identification and classification of irony that
exists in social media. To attain this, the presented CLODBN-IRC model
performs different stages of pre-processing and TF-IDF feature extraction.
For irony detection and classification, the DBN model is exploited in this
work. At last, the hyperparameters of the DBN model are optimally mod-
ified by improved artificial bee colony optimization (IABC) algorithm. The
experimental validation of the presented CLODBN-IRC method can be tested
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by making use of benchmark dataset. The simulation outcomes highlight
the superior outcomes of the presented CLODBN-IRC model over other
approaches.

Keywords: Computational linguistics; natural language processing; deep
learning; irony detection; social media

1 Introduction

The advancement of information technologies has allowed new goals of intelligence via human-
centric meaning, and it is simple as a question-and-answer or a forum customer review [1]. The rapid
growth rate of huge amounts of data produces several subjective information sources. Sentiment
analysis (SA) is considered an active study topic in information retrieval, natural language processing
(NLP), and data mining [2]. SA monitors and provides the understanding of information relevant
to customer feedback and public views on various attributes and entities, like business perspectives,
social networks, and many services or products [3]. It even assesses people’s attitudes, opinions, and
emotions against attributes and entities classified as neutral, negative, or positive. SA was broadly
studied in many fields, which encompass various features like n-gram features [4]. The terms sarcasm
and irony were frequently utilized interchangeably in spite of their delicate variances in meaning.
Precise irony recognition becomes significant for mass media analysis. For instance, existing models
fail to identify irony results in the low act for SA, as the existence of irony frequently causes polarity
reversal [5]. Additionally, irony detection becomes significant for security services for discriminating
effective menaces from ironic comments. Conversely many text classification errands, irony detection
becomes a difficult task that needs to conclude the hidden, ironic intent, which is not attained by
syntactic or SA of the textual contents [6].

As per linguistics research, the irony was the incongruity articulated among statements conveyed
in a piece of text and the context. Sentiment polarity contrast was a usually realized type of irony over
Twitter [7]. Irony detection means classifying a part of the text as non-ironic or ironic [8]. Prevailing
studies express irony detection as a common supervised learning text classifier issue. Methods for
irony detection on Twitter are coarsely 35, categorized into 3 classes: rule-related techniques, deep
neural network (DNN) techniques, and classical feature-oriented machine learning approaches. In
work, rule-related and classical feature-related machine learning (ML) techniques were presented for
irony detection. Recently, specific methods for analysing sentiment were provided for fundamental
vocabulary analysis methods [9]. ML methods have reached appropriate results. Later, applying deep
learning (DL) as the base to classify and identify the automated SA has the greatest overall effect
because of DL’s multilayer techniques with a sensitive procedure to classify the data [10]. Now, DL
can be implemented in several NLP areas like speech, text, and voice and offers precise outcomes. Text
classification becomes an important issue in social media and NLP.

This study develops Computational Linguistics with Optimal Deep Belief Network based Irony
Detection and Classification (CLODBN-IRC) model on Social Media. The presented CLODBN-IRC
model mainly focuses on the identification and classification of irony that exists in social media. To
attain this, the presented CLODBN-IRC model performs different stages of pre-processing and TF-
IDF feature extraction. For irony detection and classification, the DBN model is exploited in this
work. At last, the hyperparameters of the DBN model are optimally modified by improved artificial
bee colony optimization (IABC) algorithm. The experimental validation of the presented CLODBN-
IRC method can be tested by making use of benchmark dataset.
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2 Literature Review

In [11], the main aim was to address irony detection (IRD) in Twitter concerning many degrees
of imbalanced distribution among classes. The author depends on the emotIDM IRD method. The
author assessed it against skewed Twitter datasets and benchmark corpora accumulated for simulating
a real-time dispersal of ironic tweets. The author performed a set of classifier experimentations
intended to fix the effect of class imbalance on identifying irony. The author assessed the act of IRD
when diverse scenarios were taken into account. Tasneem et al. [12] present a technique for IRD in
tweets. The author emphasizes an ensemble of preprocessing approaches for solving the idiosyncratic
natures and noisy tweet characteristics. Also, the author used a fruitful amalgamation of various hand-
crafted features and n-gram features in a suitable supervised classifier technique. The author uses
opinionated lexicons, lexical syntax, and parts-of-speech (POS) to extract the handcrafted features
and uses a feature-selecting method to select optimal combinations. In [13], the author uses advanced
DL techniques for managing the issue of classifying the FL as mentioned above forms. Suggestively
extending our earlier work, the author devises a NN technique that creates a recently devised pre-
trained transformer-related network structure that can be further improved with the utility and develop
a recurrent CNN. Hence, data preprocessing can be kept to a minimum.

In [14], the author proposes IRD as an alternative to a transfer learning (TL) task in which
supervised learning on irony-labelled text can be improved with knowledge transported from exterior
SA sources. The author devises 3 TL-related techniques to use sentiment knowledge for enhancing
the attention system of RNNs techniques to capture hidden paradigms for incongruity. The core
discoveries were initially identifying implicit incongruity; transporting deep sentiment features is
considered the possible way. Utilizing sentiment knowledge from exterior sources becomes a very
active method for enhancing IRD. Hee et al. [15] introduce the structure of a manually annotated
irony corpus related to a finely-grained annotation method that enables the detection of several irony
kinds. The author carried out a sequence of binary classifier experimentations for automatic IRD
utilizing an SVM that uses various sets of features and compares this approach to a DL method that
depends on pre-trained word embeddings and an LSTM network. Assessment of a held-out corpus
displays that the SVM method outpaces the NN method and aids in joining syntactic, lexical, and
semantic information sources.

Naseem et al. [16] introduce the detection of sarcasm and irony in mass media posts via
transformer-related deep, intelligent contextual embedding (T-DICE) that enhances noise in contexts.
It resolves the language ambiguities like word sentiments, polysemy, syntax, and semantics by com-
piling embeddings. T-DICE was sent to attention-related Bidirectional LSTM (BiLSTM) to find the
sentiment of a post. Buzea et al. [17] formulate a new corpus and method for evaluating and detecting
the irony in online news in Romanian. The author presents a supervised ML mechanism related to
a Romanian non-ironic and ironic news corpus, physically marked and a Romanian phrasebook of
commonly utilized words.

3 The Proposed Model

In this study, a new CLODBN-IRC technique was formulated to identify and classify irony in
social media. To attain this, the presented CLODBN-IRC model performs different stages of pre-
processing and TF-IDF feature extraction. For irony detection and classification, the DBN model is
exploited in this work. At last, the hyperparameters of the DBN method are modified optimally by
improved artificial bee colony optimization (IABC) algorithm. Fig. 1 depicts the block diagram of the
CLODBN-IRC approach.
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Figure 1: Block diagram of CLODBN-IRC approach

3.1 Data Pre-processing

The data preprocessing stage comprises NLP-based phases that normalize the text and prepare
them for analysis. It encompasses different phases, as illustrated in the following.

• Tokenization: Dividing the original texts into elements pieces is the tokenization stage of
NLP. There exists a pre-determined rule for the tokenization of the document into word. The
tokenization stage can be executed in Python with the help of the SpaCy library.

• Stop Words Removal: Words such as “a” and “the” that appear very commonly were not
pertinent to the context of the E-mail and made noise in the textual dataset. Such words are
termed stop words, and they are filtered from the text that is treated. We exploited the “NLTK”
Python library to remove the stop words from the texts.

• Punctuation Removal: Punctuation involves (comma (,), full stop (.), and brackets) to clarify
meaning and separate sentences. We employ the “NLTK” library for punctuation removal.

3.2 TF-IDF Feature Extraction

Afterwards, eliminate irrelevant data, and the explained list of words is changed to numbers.
The TF-IDF technique was executed for accomplishing this work [18]. Term Frequency has many
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incidences of words from the document, and IDF refers to the ratio of the entire amount of documents
and the document count comprising the term. The famous and straightforward approach to extracting
features, including text data termed as bag-of-words (BoW) technique of text. A BoW technique is a
process of feature extraction in the text to utilize from the modeling, namely ML techniques. A BoW
was a demonstration of text which explains the event of words in the document. It includes 2 things
such as (i) A measure of the occurrence of identified words and (ii) A vocabulary of identified words.

It can be extracting features on the fundamental of Eqs. (1)–(6). At this point, tf denotes the term
frequency and df implies the document frequency.

TFIDF = tf ∗
(

1
df

)
(1)

TFIDF = tf ∗ Inverse (df ) (2)

TFIDF (t, d, D) = TF (t, d) .IDF (t, D) (3)

TFIDF (t, d) = log
N

|dεDtεD| (4)

Extracting features in DL with context of words becomes crucial. This approach utilized for this
drive is word2vec NN-based technique. Eq. (5) provided under depicts that word2vec achieves the
word context with utilize of probability measured. The D denotes the pair-wise design of a group of
words, and (w, c) refers word context pair drawn in the huge set D.

P (D = 1|w, c1: k) = 1

1 + e−(w·c1+w·c2+...+w·c)k
(5)

The multi-word context was different from word2vec, as demonstrated in Eq. (6). The variable-
length context can be measured by provided under mathematics.

P (D = 1|w, c) = 1
1 + e−s(w,c)

(6)

3.3 DBN Based Irony Detection

For irony detection and classification, the DBN model is exploited in this work. DBN was stacked
through a sequence of RBM layer-wise. RBM can be classified into 2 layers (hidden and visible)
[19]. Amid the two layers, all the hidden and visible neurons are interconnected with connection
weight. However, the neuron in the layer is not interconnected. A RBM contains three learning
hyperparameters θ = {b, c, w}. bi refers to the visible layer bias. Hidden layer offset represents cj. wij,
signifying the connection weight among hidden and visible units. The amount of neurons in hidden
and visual layers represents j and i.

RBM refers to an energy-oriented mechanism, and the energy function is described using the
following equation:

E (v, h; θ) = −
∑

i
bivi −

∑
j
cjhj −

∑
ij

viwijhj (7)

The joint likelihood distribution of RBM depends on the energy function as follows:

Z (θ) =
∑

vh
exp (−E (v, h; θ)) (8)

p(v, h; θ) = 1
Z (θ)

exp (−E (v, h; θ)) (9)
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The marginal likelihood distribution of RBM is demonstrated below:

p(v; θ) = −
∑

h
p(v, h; θ) (10)

Consequently, the conditional probability of RBM is attained:

p(hj|v; θ) = p(v, h; θ)

p(v; θ)
(11)

p(vi|h; θ) = p(v, h; θ)

p(h; θ)
(12)

p(hj = 1|v; θ) = sigmoid
(∑n

i=1
viwij + cj

)
(13)

p(vi = 1|h; θ) = sigmoid
(∑m

j=1
wijhj + bi

)
(14)

Loss function of RBM:

J (θ) = 〈 1
N

∑
i
logp (xi; θ)〉data − 〈logZ (θ)〉model (15)

K-step Gibbs sampling (CD-K algorithm) was applied for initializing the network weight. For
obtaining the optimum network super parameter, viz., the distribution 〈logZ(θ)〉model of the model is

considerably closer to the distribution 〈 1
N

∑
i logp(xi; θ)〉data of the sample dataset, the maximal likeli-

hood estimate of the model is performed. The SGD algorithm is used for updating the hyperparameter,
as follows, in which η refers to the learning rate in the SGD approach, θ t indicates the gradient of RBM
at the t-th training:

θ t+1 = θ t − ∇θJ(θ t) (16)

During real-time enforcement, the capability of a single RBM to characterize complex raw
datasets was not frequently optimistic that needed more than one RBM for stacking to a depth
confidence network for extracting features layer-wise for stimulating the original distribution. The
architecture of DBN has been demonstrated in Fig. 2. The training procedure of DBN is categorized
into reverse finetuning and forward unsupervised pre-learning. we adopted hierarchical greedy learn-
ing in the forward unsupervised pre-learning phase. Afterwards, the pretraining adds a classification
layer to the final hidden layer, and the weights of DBN are finetuned by minimalizing the errors among
the labeled dataset and the estimated output value via the backpropagation model. At last, the training
is done, and the performance of the network is tested through a test dataset.

3.4 Hyperparameter Optimization

Here, the hyperparameters of the DBN model are modified optimally by the IABC method. ABC
approach is a SI-based stochastic and metaheuristic optimization technique [20]. This approach is
motivated by the natural behaviors of honey bees in colonies that search for food sources. The artificial
bees of the colony were classified into three major groups: onlooker bees, scout bees, employed bees,
and. The major part of the ABC approach is shown below:

Initialization: The presented model involves a population of food sources or candidate solutions.
Every food source comprises of multi-dimension vector. Firstly, the ABC initiates the search procedure
with an arbitrarily distributed population, and it is given as follows:

xij = xmin
j + rand × (xmax

j − xmin
j ) (17)
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In Eq. (17), i and j are carefully chosen within [1, SN] and [1, D] correspondingly. SN denotes the
food source count, D denotes the dimension count, rand indicates an arbitrary uniform value within
[0, 1], and xmin

j and xmax
j show the lower and upper bounds, correspondingly.

Employed bee stage: here, every bee is related to one certain food source (xi) and later generates
novel food sources (vi) via altering the food sources (xi) in the memory based on neighboring search,
and it is evaluated in the following:

vij = xij + ϕij × (xij − xkj) (18)

In Eq. (18), xi (or vi) indicates the Jth component of xi (or vi), j shows an arbitrary index, xkj

denotes the Jth component of food source (xk) chosen arbitrarily from the population, and ϕij specifies
an arbitrary uniform value within [−1, 1]. Here, food sources (xi) and (vi) are compared and later
employed, the best ones. Thus, they return to their hive and share the data on novel food sources with
onlooker bees via waggle dances.

Figure 2: Structure of DBN

Onlooker bee stage: it estimates the nectar data obtained from each employed bee and select a
food source with probability proportional to its nectar amount. The values of probabilistic selection
pi are evaluated for an lth food source in the following:

pi = f iti

�jfitj

j = 1, 2, . . . , SN (19)

fiti =
⎧⎨
⎩

1
1 + fi

fi ≥ 0

1 + abs(fi) fi < 0
(20)

Now, fiti and fi indicate the fitness and objective values of food source i, correspondingly.
Therefore, the best food source is more probable to be chosen and upgraded in the onlooker bee stage.
When the onlooker bee chooses a food source and produces a novel food source related to Eq. (18),
then same as the employed bee stage, it implements a greedy selection among xi and vi. As illustrated,
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the update search formula in the employed bee is similar to the one in the onlooker bee stage. The major
variation among themselves is that in the employed bee stage same as each food source undergoes the
update procedure, whereas, in the onlooker bee stage, only the solution has the opportunity to be
chosen according to the probability values and has the chance to be upgraded.

Scout bee stage: it is potential that the onlooker and employed bees visit a food source that they
could not optimize. As a result, for a predefined number of cycles (determined using a limited variable),
a food source could not be optimized, later food sources are abandoned, and the employed bee related
to it becomes scout bees. Then, 138, this scout bee generates a novel solution based on Eq. (17) and
transformed into employed bees. According to the abovementioned explanation, the pseudocode of
the ABC approach is demonstrated in Algorithm 1.

Algorithm 1: Pseudocode of ABC Algorithm
1: Set parameters. Maximum iteration, SN, limit (maximal amount of trials)
2: Initializing the population of food source xi whereby i = 1, SN and estimate their qualities
3: for every food source, i do set Triali = 0 end, whereas i = 1, . . . , SN
4: Set iteration = 1 /∗iteration count ABC iteration∗/
5: Repeat
6: /∗ Employed bee stage ∗/

7: For i = 1 to SN, do
8: Produce a new food source vi for the employed bee stage based on Eq. (18) and estimate
its quality
9: Employ greedy selection mechanisms among xi and vi to select the best one
10: If food source xi didn’t enhance, then triali = triali + 1 or else triali = 0
11: End
12: Calculate the likelihood value of pi based on Eq. (19) for the food source according to the fitness
value
13: /∗ Onlooker bee stage ∗/

14: T = 0, i = 0
15: Repeat
16: If random < pi

17: Produce a novel food source vi for the onlooker bee based on Eq. (18) and estimate
the fitness
18: Employ greedy mechanisms among xi and vi for selecting the best one
19: If food source xi didn’t enhance, then triali = triali + 1 or else triali = 0
20: T = T + 1
21: End
22: Until (T = SN)

23: / ∗ scoutbee stage ∗/

24: Ifmax(triali)>limit,then

25: Replace_(x_i) with a newly produced food source based on Eq. (17)
26: End
27: Store the better food source
28: iteration = iteration + 1
29: Until (iteration = iteration + 1)
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In this study, the IABC algorithm is formed by the use of opposition-Based Learning (OBL) [21].
It is utilized to optimize the Convergence curve by attaining the opposite solution, later compararing
the 2 solutions, and taking the best one.

Definition: Opposite number when x refers to a real number ∈ [lb, ub], then x can be shown as

x = ub + lb − x (21)

In Eq. (21), lb and ub indicate the lower and upper bounds of the problem.

Definition: Opposite Vector when x refers to a multi-dimension vector, then x is generalized:

xj̇ = ubj + lbj − xj̇ (22)

In Eq. (22), lbj, ubj are the lower and upper limits to the j-th component of x.

4 Results and Discussion

In this study, the ironic detection performance of the CLODBN-IRC method is simulated using a
dataset comprising 4618 samples. The dataset holds 2222 ironic samples and 2396 non-ironic samples,
as given in Table 1.

Table 1: Dataset details

Class No. of samples

Ironic 2222
Non-ironic 2396
Total number of samples 4618

Fig. 3 signifies the confusion matrices generated by the CLODBN-IRC model in five runs. With
run-1, the CLODBN-IRC model has recognized 2195 samples into the ironic class and 2306 samples
into the non-ironic class. In addition, with run-2, the CLODBN-IRC technique has recognized 2138
samples into the ironic class and 2318 samples into the non-ironic class. Concurrently, with run-3, the
CLODBN-IRC approach has recognized 2153 samples into the ironic class and 2143 samples into the
non-ironic class. Finally, with run-4, the CLODBN-IRC algorithm has recognized 2189 samples into
the ironic class and 2293 samples into the non-ironic class.

Table 2 provides overall ironic detection results of the CLODBN-IRC model under distinct runs.

Fig. 4 highlights the detection outcomes of the CLODBN-IRC model under run-1. The
CLODBN-IRC model has identified ironic samples with accuy of 97.47%, precn of 96.06%, recal

of 98.78%, Fscore of 97.40%, and AUCscore of 97.51%. Also, The CLODBN-IRC approach has identified
non-ironic samples with accuy of 97.47%, precn of 98.84%, recal of 96.24%, Fscore of 97.53%, and
AUCscore of 97.51%. Additionally, The CLODBN-IRC method has identified average samples with
accuy of 97.47%, precn of 97.45%, recal of 97.51%, Fscore of 97.46%, and AUCscore of 97.51%.

Fig. 5 highlights the detection outcomes of the CLODBN-IRC method under run-2. The
CLODBN-IRC approach has identified ironic samples with accuy of 96.49%, precn of 96.48%, recal of
96.22%, Fscore of 96.35%, and AUCscore of 96.48%. Further, The CLODBN-IRC approach has identified
non-ironic samples with accuy of 96.49%, precn of 96.50%, recal of 96.74%, Fscore of 96.62%, and
AUCscore of 96.48%. Besides, The CLODBN-IRC methodology has identified average samples with
accuy of 96.49%, precn of 96.49%, recal of 96.48%, Fscore of 96.49%, and AUCscore of 96.48%.
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(e)(d)

(c)(b)(a)

Figure 3: Confusion matrices of CLODBN-IRC approach (a) Run1, (b) Run2, (c) Run3, (d) Run4, and
(e) Run5

Table 2: Result analysis of CLODBN-IRC approach with distinct measures and runs

Labels Accuracy Precision Recall F-Score AUC score

Run-1

Ironic 97.47 96.06 98.78 97.40 97.51
Non-Ironic 97.47 98.84 96.24 97.53 97.51

Average 97.47 97.45 97.51 97.46 97.51

Run-2

Ironic 96.49 96.48 96.22 96.35 96.48
Non-Ironic 96.49 96.50 96.74 96.62 96.48

Average 96.49 96.49 96.48 96.49 96.48

(Continued)
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Table 2: Continued
Labels Accuracy Precision Recall F-Score AUC score

Run-3

Ironic 93.03 89.48 96.89 93.04 93.17
Non-Ironic 93.03 96.88 89.44 93.01 93.17

Average 93.03 93.18 93.17 93.03 93.17

Run-4

Ironic 97.06 95.51 98.51 96.99 97.11
Non-Ironic 97.06 98.58 95.70 97.12 97.11

Average 97.06 97.04 97.11 97.05 97.11

Run-5

Ironic 95.78 95.55 95.68 95.62 95.77
Non-Ironic 95.78 95.99 95.87 95.93 95.77

Average 95.78 95.77 95.77 95.77 95.77

Figure 4: Result analysis of CLODBN-IRC approach under run1

Fig. 6 portrays the detection outcomes of the CLODBN-IRC algorithm under run-3. The
CLODBN-IRC method has identified ironic samples with accuy of 93.03%, precn of 89.48%, recal of
96.89%, Fscore of 93.04%, and AUCscore of 93.17%. Also, The CLODBN-IRC approach has identified
non-ironic samples with accuy of 93.03%, precn of 96.88%, recal of 89.44%, Fscore of 93.01%, and AUCscore

of 93.17%. Furthermore, The CLODBN-IRC method has identified average samples with accuy of
93.03%, precn of 93.18%, recal of 93.17%, Fscore of 93.03%, and AUCscore of 93.17%.

Fig. 7 illustrates the detection outcomes of the CLODBN-IRC approach under run-4. The
CLODBN-IRC algorithm has identified ironic samples with accuy of 97.06%, precn of 95.51, recal

of 98.51%, Fscore of 96.99%, and AUCscore of 97.11%. Also, The CLODBN-IRC method has identified
non-ironic samples with accuy of 97.06%, precn of 98.58%, recal of 95.70%, Fscore of 97.12%, and AUCscore
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of 97.11%. Also, The CLODBN-IRC technique has identified average samples with accuy of 97.06%,
precn of 97.04%, recal of 97.11%, Fscore of 97.05%, and AUCscore of 97.11%.

Figure 5: Result analysis of CLODBN-IRC approach under run2

Figure 6: Result analysis of CLODBN-IRC approach under run3

Fig. 8 demonstrates the detection outcomes of the CLODBN-IRC algorithm under run-5. The
CLODBN-IRC technique has identified ironic samples with accuy of 95.78%, precn of 95.55, recal of
95.68%, Fscore of 95.62%, and AUCscore of 95.77%. Also, The CLODBN-IRC method has identified non-
ironic samples with accuy of 95.78%, precn of 95.99%, recal of 95.87%, Fscore of 95.93%, and AUCscore

of 95.77%. Furthermore, The CLODBN-IRC approach has identified average samples with accuy of
95.78%, precn of 95.77%, recal of 95.77%, Fscore of 95.77%, and AUCscore of 95.77%.

The training accuracy (TRA) and validation accuracy (VLA) gained by the CLODBN-IRC
technique on the test dataset is shown in Fig. 9. The experimental result denotes the CLODBN-IRC
approach maximal values of TRA and VLA. Seemingly the VLA is greater than TRA.
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The training loss (TRL) and validation loss (VLL) reached by the CLODBN-IRC algorithm on
the test dataset are given in Fig. 10. The experimental result indicates the CLODBN-IRC method has
established the least values of TRL and VLL. Particularly, the VLL is lesser than TRL.

Figure 7: Result analysis of CLODBN-IRC approach under run4

Figure 8: Result analysis of CLODBN-IRC approach under run5

A clear precision-recall inspection of the CLODBN-IRC method in the test dataset is depicted in
Fig. 11. The figure is implicit that the CLODBN-IRC approach has resulted in enhanced precision-
recall values in every class label.

A brief ROC study of the CLODBN-IRC methodology on the test dataset is depicted in Fig. 12.
The outcomes exemplified the CLODBN-IRC algorithm has displayed its capability in classifying
different class labels in the test dataset.

To ensure the enhanced performance of the CLODBN-IRC method, a comparative study is made
in Table 3 and Fig. 13 [10,14]. The experimental outcomes implied that the CLODBN-IRC model had
improved performance over other existing techniques. For example, in terms of accuy, the CLODBN-
IRC method has attained increased accuy of 97.47%, whereas the Bi-LSTM, CNN-LSTM, LSTM,
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NB, SVM-linear, and CNN models have obtained reduced accuy of 87.48%, 85.84%, 84.78%, 88.75%,
86.63%, and 84.74% respectively.

Besides, with respect to prenc, the CLODBN-IRC method has gained increased prenc of 97.45%,
whereas the Bi-LSTM, CNN-LSTM, LSTM, NB, SVM-linear, and CNN methodologies have
acquired reduced prenc of 84.90%, 84.06%, 84.22%, 89.22%, 89.91%, and 87.69% correspondingly.
Lastly, with respect to recal, the CLODBN-IRC method has reached an increased recal of 97.51%,
whereas the Bi-LSTM, CNN-LSTM, LSTM, NB, SVM-linear, and CNN techniques have exhibited
reduced recal of 90.99%, 84.45%, 92.91%, 86.70%, 91.36%, and 86.08% correspondingly. Therefore,
the CLODBN-IRC model can be employed for productive and automated ironic classification.

Figure 9: TRA and VLA analysis of CLODBN-IRC approach

Figure 10: TRL and VLL analysis of the CLODBN-IRC approach
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Figure 11: Precision-recall analysis of the CLODBN-IRC approach

Figure 12: ROC curve analysis of CLODBN-IRC approach

Table 3: Comparative analysis of CLODBN-IRC technique with existing algorithms

Methods Accuracy Precision Recall F-score

CLODBN-IRC 97.47 97.45 97.51 97.46
Bi-LSTM 87.48 84.90 90.99 88.80
CNN-LSTM 85.84 84.06 84.45 90.76
LSTM 84.78 84.22 92.91 92.56

(Continued)
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Table 3: Continued
Methods Accuracy Precision Recall F-score

Naïve Bayes 88.75 89.22 86.70 86.26
SVM-linear 86.63 89.91 91.36 89.14
CNN 84.74 87.69 86.08 87.91

Figure 13: Comparative analysis of CLODBN-IRC approach with existing algorithms

5 Conclusion

In this study, a new CLODBN-IRC algorithm was projected for the identification and classifi-
cation of irony exists in social media. To attain this, the presented CLODBN-IRC model performs
different stages of pre-processing and TF-IDF feature extraction. For irony detection and classifica-
tion, the DBN model is exploited in this work. At last, the hyperparameters of the DBN method were
optimally modified by improved artificial bee colony optimization (IABC) algorithm. The presented
CLODBN-IRC method’s experimental validation can be tested using a benchmark dataset. The
simulation outcomes highlight the superior outcomes of the presented CLODBN-IRC method over
other methods. Thus, the CLODBN-IRC method can be employed for real time irony detection in
social media content. In future, a hybrid DL model can be applied to boost the detection efficacy of
the CLODBN-IRC method.
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