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Abstract: The authenticity identification of anti-counterfeiting codes
based on mobile phone platforms is affected by lighting environment,
photographing habits, camera resolution and other factors, resulting in poor
collection quality of anti-counterfeiting codes and weak differentiation of
anti-counterfeiting codes for high-quality counterfeits. Developing an anti-
counterfeiting code authentication algorithm based on mobile phones is of
great commercial value. Although the existing algorithms developed based on
special equipment can effectively identify forged anti-counterfeiting codes, the
anti-counterfeiting code identification scheme based on mobile phones is still
in its infancy. To address the small differences in texture features, low response
speed and excessively large deep learning models used in mobile phone
anti-counterfeiting and identification scenarios, we propose a feature-guided
double pool attention network (FG-DPANet) to solve the reprinting forgery
problem of printing anti-counterfeiting codes. To address the slight differences
in texture features in high-quality reprinted anti-counterfeiting codes, we
propose a feature guidance algorithm that creatively combines the texture
features and the inherent noise feature of the scanner and printer introduced
in the reprinting process to identify anti-counterfeiting code authenticity.
The introduction of noise features effectively makes up for the small texture
difference of high-quality anti-counterfeiting codes. The double pool attention
network (DPANet) is a lightweight double pool attention residual network.
Under the condition of ensuring detection accuracy, DPANet can simplify the
network structure as much as possible, improve the network reasoning speed,
and run better on mobile devices with low computing power. We conducted
a series of experiments to evaluate the FG-DPANet proposed in this paper.
Experimental results show that the proposed FG-DPANet can resist high-
quality and small-size anti-counterfeiting code reprint forgery. By comparing
with the existing algorithm based on texture, it is shown that the proposed
method has a higher authentication accuracy. Last but not least, the proposed
scheme has been evaluated in the anti-counterfeiting code blurring scene, and
the results show that our proposed method can well resist slight blurring of
anti-counterfeiting images.
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1 Introduction

With the rapid development of the market economy and the rise in internet shopping, product
counterfeiting, forgery and piracy are becoming increasingly rampant. Fake and inferior products
will not only disrupt the market order and affect the reputations of businesses but also damage
the legitimate rights and interests of consumers, and even endanger consumers’ health and safety.
Anti-counterfeiting technology is an effective means of eliminating fake and inferior products.
Traditional anti-counterfeiting technologies include uncovering-left-word anti-counterfeiting [1], ink
anti-counterfeiting [2], laser anti-counterfeiting [3–5], papers of embedding security thread [6], and
Internet of Things (IoT) anti-counterfeiting [7–9]. Although traditional anti-counterfeiting methods
can prevent the proliferation of fake and inferior products to a certain extent, most of them
have problems such as high cost, difficult user operation, short anti-counterfeiting period, being
easy to crack, and after-sales anti-counterfeiting. For example, the cost of uncovering-left-word
anti-counterfeiting is not high, but it is damaged once it is uncovered, making it impossible to
realize presales anti-counterfeiting. Although ink anti-counterfeiting has a high-performance anti-
counterfeiting ability, with the increase in the number of anti-counterfeiting ink manufacturers, anti-
counterfeiting ink manufacturing technology is easy to obtain by counterfeiters. The special embedded
security thread technology paper has a complex production process that is technically difficult and
has a high manufacturing cost. In recent years, increasing attention has been given to research on
anti-counterfeiting technology based on digital image information. It integrates data information
storage, image processing, internet communication and other technologies, and can automatically
determine authenticity. Compared with traditional anti-counterfeiting methods, the digital image anti-
counterfeiting method not only has a low production cost and cannot be imitated by attackers but
can also be customized. Additionally, it is combined with networks and communication to facilitate
consumers queries and identification. Compared with traditional anti-counterfeiting methods, this
anti-counterfeiting method not only has a low production cost and cannot be imitated by attackers
but can also be customized.

Quick response (QR) codes have been widely used in commodity packaging. Users can quickly
obtain a wealth of product information by scanning QR codes with mobile phones, but QR codes do
not have anti-counterfeiting functions [10]. Recent studies have shown that a corresponding original
digital QR code can be reconstructed from a QR code printed image through the deep learning method.
Therefore, it is necessary to endow the texture anti-counterfeiting area with an anti-counterfeiting
function to ensure that an attacker cannot construct the original digital anti-counterfeiting code [11].
We embed a randomly generated texture pattern into a QR code, and named this new combined pattern
an anti-counterfeiting code. The random texture pattern in the anti-counterfeiting code ensures the
uniqueness of the anti-counterfeiting code. An attacker cannot generate a digital anti-counterfeiting
code that is the same as the genuine anti-counterfeiting code, which effectively makes up for the QR
code digital file being easy to imitate. We design a textured anti-counterfeiting area according to
the characteristics of random texture introduced by printer ink diffusion and combine the textured
anti-counterfeiting area with a QR code to form an anti-counterfeiting code with anti-counterfeiting
ability. The anti-counterfeiting code is shown in Fig. 1. The unique design of anti-counterfeiting codes
makes it impossible for attackers to reconstruct genuine digital anti-counterfeiting codes. Existing
anti-counterfeiting code forgery methods scan a genuine printed anti-counterfeiting code through
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high-definition scanning equipment and then print it into a forged anti-counterfeiting code. This
forgery method is called reprint forgery. Therefore, how to prevent attackers from reprinting anti-
counterfeiting codes through high-definition scanning equipment and high-precision printers has
important theoretical research significance and commercial application prospects. In the form of
one commodity and one anti-counterfeiting code, each commodity corresponds to a unique anti-
counterfeiting code, and each anti-counterfeiting code has a unique sample image on the server. Using
the QR code semantics as the index, we can quickly find the corresponding stored samples of the
anti-counterfeiting code on the commodity to be tested in the server. Because the diffusion of ink
on paper is random, the reprinted anti-counterfeiting code will experience secondary diffusion when
printed again, and the fine random texture pattern in the anti-counterfeiting area is quite different
from the original printed image in terms of texture details. Therefore, the texture feature of the anti-
counterfeiting area is the key feature that distinguishes the original anti-counterfeiting code from the
reprinted anti-counterfeiting code. The QR code area is a black-and-white image block. The black
image block will form a more obvious burr phenomenon after secondary ink diffusion. Secondary
printing of the white image block will not cause changes in texture, but the white part of the image will
retain more inherent scanner and printer noise introduced by recapturing. Generally, the difference
in texture features in the QR code area is relatively weak, and the difference in noise features is more
obvious. The traditional anti-counterfeiting code identification algorithm extracts the texture features
of the anti-counterfeiting code, analyzes the texture feature difference between the genuine anti-
counterfeiting code and the reprinted anti-counterfeiting code, and identifies the authenticity of the
anti-counterfeiting code. Although the authenticity of the anti-counterfeiting code can be identified
to some extent by analyzing the difference in texture features, with the development of high-definition
scanning equipment and high-precision printing equipment, the forgery quality of the fake anti-
counterfeiting code is increasing, and the texture difference between the original anti-counterfeiting
code and the secondary printed anti-counterfeiting code is decreasing. Existing texture-based anti-
counterfeiting algorithms have difficulty meeting the needs of anti-counterfeiting identification. To
address the small texture difference of high-quality forgery anti-counterfeiting codes, we propose a
feature guidance algorithm that uses the texture features caused by ink diffusion and the inherent
scanner and printer noise introduced in the secondary printing process of anti-counterfeiting codes to
identify the authenticity of anti-counterfeiting codes.

Figure 1: Example of an anti-counterfeiting code: the outer part of the anti-counterfeiting code is a
QR code area, and the inner part is an anti-counterfeiting area with a random texture

2 The Literature Review

Although digital image anti-counterfeiting technology has incomparable advantages over tradi-
tional methods, it is also very easy for attackers to attack the anti-counterfeiting system by scanning
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and reprinting the genuine anti-counterfeiting codes and then attaching it to counterfeit goods [12–14].
Therefore, how to identify genuine anti-counterfeiting codes and reprinted anti-counterfeiting codes
has become the key to digital image anti-counterfeiting technology. Research on secondary printing
of printed images is still relatively limited and is still in its infancy. The existing reprinting detection
algorithms can be divided into active detection and passive detection. The active detection algorithm
adds special anti-counterfeiting information in the image generation process and identifies image
reprinting by analyzing the integrity of anti-counterfeiting information. For example, a semifragile
weak watermark is added to an anti-counterfeiting code to detect image reprinting. The reprinting
operation destroys the watermark hidden in the image [15,16]. References [17–20] use the copy
detection mode (CDP) to identify the authenticity of printed documents. CDP is a digital image
filled with random gray pixels. It is embedded in a digital document and printed as a legal document.
CDP is distorted during scanning and printing operations. Researchers detect counterfeit products by
measuring the degree of distortion. The passive identification method of reprinted images distinguishes
the printed image from the reprinted image by extracting the texture features of the anti-counterfeiting
code image. In the texture classification method of anti-counterfeiting images, Mikkilineni uses the
gray level co-occurrence matrix to estimate 22 statistics, combined with the nearest neighbor classifier
for classification, and then performs a majority vote to determine the authenticity of the printed image
[21]. Jie proposed an extended contrast local binary pattern for texture classification, extracted frontal
symbol features, energy features and central pixel features, and then used the chi square distance
and nearest neighbor classifier for texture classification [22]. Song et al. proposed two new texture
description operators: local grouping ordered mode and nonlocal binary mode. By combining the local
grouped order pattern (LGOP) and non-local binary pattern (NLBP) through central pixel coding,
a distinctive histogram feature is constructed as a texture descriptor for image texture classification
[23]. Mohammad proposed a new descriptor to process high-noise texture images by capturing the
texture information of microstructure and macro structure to improve the discrimination performance
of texture images [24]. Reference [12] extracted the frequency domain and spatial domain features
introduced by a scanner to distinguish the original file from the reprinted file. Albert Berenguel used
a texture analysis method to extract the corresponding features from the print pattern to be tested
and designed an end-to-end mobile server, which can provide detection services for ordinary users
[25]. Reference [26] uses the features from accelerated segment test (FAST) corner detection algorithm
with an adaptive threshold and nonmaximum suppression processing to extract noncluster feature
points and detect the authenticity of security codes according to feature point matching results. A two-
level QR code with a public layer and a private layer was developed in [27,28] for general document
authentication purposes. The private layers, which featured three textured patterns, were demonstrated
to be sensitive to the illegal copying operation. Wong et al. [29] used mobile phone cameras to acquire
paper textures and achieved good detection performance.

Although the above methods have made great progress in the reprinting detection of printed
images, there are still some deficiencies. A semifragile watermark in the scene of a small anti-
counterfeiting image will make it difficult to identify the original watermark. The CDP method in
low-quality imaging scenes such as mobile phones and CDP traces will become very weak. Reference
[12] identified an original document and a reprinted document to a certain extent by manually
extracting the frequency domain and spatial domain features, but this method only achieves a good
effect on halftone documents, the size of the tested anti-counterfeiting code is too large, and the anti-
counterfeiting performance on small anti-counterfeiting codes has not been verified. Although the
image anti-counterfeiting method based on texture can identify the authenticity of anti-counterfeiting
codes to a certain extent, with the development of high-definition scanning equipment and printing
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equipment, the forgery quality of anti-counterfeiting codes is increasing, the texture difference between
the original anti-counterfeiting code and the secondary printing anti-counterfeiting code is small, and
its identification performance is increasingly worse. The scheme based on two-level QR codes and
feature point matching becomes much more challenging after introducing a mobile imaging device as
the authenticator. Reference [29] proposed a method based on mobile phones, however, the proposed
method requires several fixed illumination angles, which is not friendly to nonprofessional users.

Although the existing anti-counterfeiting authentication schemes have been tried in many aspects,
such as anti-counterfeiting texture extraction, copy detection mode, anti-counterfeiting watermark,
and anti-counterfeiting code design, they all have defects such as high cost, low security, and strict anti-
counterfeiting conditions. In a word, the existing anti-counterfeiting methods are difficult to identify
high-quality anti-counterfeiting code forgery in the mobile phone imaging scene. In order to solve the
problem of weak texture features in mobile phone imaging scenes, we creatively introduced printer
noise features, which effectively solved the defect of weak texture features. In addition, we propose a
new attention model to enhance the ability of network feature expression ability.

In this paper, a lightweight double pooling attention network based on feature guidance (FG-
DPANet) is proposed to identify the authenticity of anti-counterfeiting codes. First, we divide the anti-
counterfeiting image into image patches with a size of pixels that do not overlap each other, and then
divide all image patches into two subdatasets according to features (texture features and noise features).
Each subdataset trains a double pool attention residual network (DPANet) to classify specific types of
anti-counterfeiting images. To extract more abundant features, we design DPANet as a parallel double
branch network. Each branch is composed of an adaptive filtering module and two residual modules.
To combine the features between channels, we embed the double pool attention module proposed in
this paper into the residual module. Finally, we fuse the features extracted by the two branch networks
for authenticity identification.

The contributions of this paper can be summarized as follows:

• To meet the anti-counterfeiting requirements of mobile devices with low computing power,
we propose a lightweight dual-pool attention network (DPANet), which outperforms existing
methods in identification performance.

• To address the small differences of texture features in high-quality reprinted anti-counterfeiting
codes, we propose a feature guidance algorithm that creatively combines the traditional texture
features and the inherent noise of scanners and printers introduced in the reprinting process to
identify the authenticity of anti-counterfeiting codes.

• To make full use of the correlation features between channels, we propose a double pool
attention model to improve the feature extraction ability of the proposed DPANet.

3 Methodology

The framework of the proposed method is shown in Fig. 2, which includes two parts: the training
and testing stages. For the training stage, three steps are executed in order. First, we need to process
the dataset collected by the mobile phone. For this stage, all anti-counterfeiting code images are
normalized to 512 × 512 pixels, and then the normalized images are cut into 64 × 64 pixel image
patches. Second, the dataset for training is divided into two subsets, according to the feature guidance
algorithm of image patches, as shown in Section 3.1. Some examples from the two subsets are given
in Fig. 3. Third, for two subsets, we train two double pool attention networks (DPA-Net) in an end-
to-end way, their architecture is presented in Fig. 5. Finally, during the training stage, we obtain two
double pool attention network models for two subsets. In the testing stage, according to the feature
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guidance algorithm, we know which subset the image to be tested belongs to and the image is fed into
the model trained for the same subset to query the feature set of the image to be tested according
to the feature guidance algorithm, and then input into the corresponding model to obtain the final
identification result.

Figure 2: Framework of the feature-guided double pool attention network

Figure 3: Anti-counterfeiting code image patches. The upper row is the two-dimensional code area
image patch, and the lower row is the anti-counterfeiting area image patch

3.1 Feature Guidance Analysis

The feature guidance algorithm divides the dataset into a texture feature dataset and a noise
feature dataset according to the feature type through formula (1) mentioned below, then uses the
texture dataset guidance model to focus on learning the texture features of the image, and use the
noise feature dataset guidance network model to focus on learning the noise features of the image.
The anti-counterfeiting code is divided into QR codes and anti-counterfeiting areas. The features
of the two areas are very different. The QR code area consists mainly of noise features, and the
anti-counterfeiting area consists mainly of texture features. The texture feature dataset and noise
feature dataset are shown in Fig. 3. The upper 6 images in the figure are QR code image patches,
and the lower 6 images are anti-counterfeiting image patches. The QR code area is an ordinary
QR code that is composed of a large number of black-and-white blocks. The QR code has a single
texture feature, which will not cause obvious changes in texture after secondary printing. However,
due to the simple texture of QR code images, the noise features of scanners and printers can be
better extracted. A large number of studies have shown that complex image content information will
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seriously interfere with the extraction of noise features. The QR code area has a single pattern, which
is suitable for extracting the inherent noise features of scanners and printers. The pattern of the anti-
counterfeiting area is a randomly generated fine texture pattern, and its anti-counterfeiting mechanism
is the random diffusion of printer ink. The random diffusion of ink will lead to local multiple image
blocks being connected into areas, resulting in obvious changes in texture. After reprinting the printed
image, the ink diffusion phenomenon is more serious, the local areas connected into pieces will
increase, and the area of the white slit image in the anti-counterfeiting area will decrease. In the
reprinted image, the ink diffusion phenomenon is more serious, and a large number of white areas
become gray areas. The anticounterfeit code pattern texture has changed significantly. Specifically,
the feature differences between genuine printing and reprinting mainly include pattern shape, texture
roughness and edge sharpness. From the above analysis, we can see that the noise features are mainly
concentrated in the QR code area, and the texture features are mainly concentrated in the anti-
counterfeiting code area. According to this distribution rule of features, the feature guidance algorithm
distinguishes texture features and noise features according to the image patch location. According to
the difference in image features, the feature guidance algorithm proposed in this paper trains two
feature extraction networks, namely, the noise feature network and the texture feature network. The
noise feature network is responsible for scanner and printer noise feature extraction in the QR code
area, and the texture network is responsible for texture feature extraction in the anti-counterfeiting
code area. Experimental results show that the introduction of noise features can effectively improve
the classification performance of the network.

Although the locations of the anti-counterfeiting area and QR code area are relatively fixed, it
is difficult to extract the anti-counterfeiting area and QR code area due to the randomness of the
shooting position and angle of the anti-counterfeiting code. Therefore, guiding different feature image
patches to the corresponding network model has become the key to feature guidance algorithms.
Because there are a large number of white background areas in the QR code area, there is a single
texture feature, the ink diffusion ability of the QR code image patch is weak after printing, and the
pixels of the printed image are still distributed at approximately 0 and 255. The anti-counterfeiting
code area is composed of a large number of fine textures. After the anti-counterfeiting code image is
printed, the ink diffusion ability is strong. Due to ink diffusion, a large number of intermediate pixels
are generated, so the pixel value of the anti-counterfeiting code area is richer. Inspired by this, the
anti-counterfeiting image patches (texture image patches) are distinguished from the QR code image
patches (noise image patches) through the pixel distribution of the image patches. Fig. 4 shows the pixel
distribution of the anti-counterfeiting code image patches. In the figure, (a)–(c) are the gray histograms
of the image patches in the QR code area, and (d)–(f) are the gray histograms of the image patches
in the anti-counterfeiting area. The histogram results in (a), (b) and (c) show that the picture block
pixels in the QR code area are mainly distributed near black and white, and (e), (d), (f) show that
there are a large number of intermediate pixels in the picture block pixels in the anti-counterfeiting
area. According to the distribution law of anti-counterfeiting code pixels, pixel patches with different
characteristics can be distinguished by counting the number of pixels in a certain interval. The feature
guidance algorithm is shown in formula (1):{

SubsetF
∑

Pi > N Pi ∈ [170, 255]
SubsetN

∑
Pi ≤ N Pi ∈ [170, 255]

(1)

SubsetF represents the image patch of the anti-counterfeiting area, SubsetN represents the image
patch of the QR code area, Pi represents the pixel value of the image, and

∑
Pi represents the sum of
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pixels between [PL, PH ] in the image patch. N is the pixel threshold, which is used to judge whether
the image patch comes from the QR code area or the anti-counterfeiting area. Due to the serious ink
diffusion in reprinting, a large number of white pixels become intermediate pixels, and the number of
pixels with a pixel value of approximately 200 decreases sharply. The histogram statistics in Fig. 4 also
confirm this. According to the above analysis and a large number of experimental statistics, we set the
value of PL to 170 and the value of PH to 255.

Figure 4: Gray histogram of the anti-counterfeiting code image patch, (a)–(c) gray histogram of
the image patch in the QR code area, and (d)–(f) gray histogram of the image patch in the anti-
counterfeiting code area

3.2 Double Pool Attention Network

In the past decade, the development of deep learning has made amazing achievements, which
has not only caused a research upsurge in academia, but has also been widely used in industry. In
academia, deep learning has become a research hotspot in natural language processing [30], object
detection [31,32], human activity recognition [33,34], and image denoising [35,36] and has achieved
better results than traditional methods. In industry, deep learning has been successfully applied to
product defect detection [37,38], image restoration [39], speech recognition [40] and other fields.
Although deep learning has been successfully applied in many fields, as far as we know, deep learning
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has not been applied to image anti-counterfeiting. In this paper, deep learning is applied to image
anti-counterfeiting for the first time, and the identification performance is better than that of exist
methods. To pursue classification accuracy, the existing deep learning networks are getting deeper
and more complex. For example, the number of layers of the deep residual network (ResNet) has
reached 152 [41]. Digital image anti-counterfeiting technology is a new anti-counterfeiting technology
developed based on mobile phones. It requires high classification accuracy, high response speed and
a small deep learning model. Therefore, it is very important to design a deep learning network with a
simplified structure and high classification accuracy. A large number of studies show that the residual
unit can directly transfer the shallow features back, protect the integrity of information, reduce the
loss of key features with the same network depth, and have strong feature extraction ability. Therefore,
we select the residual structure as the basic module of DPANet. Although the ResNet structure can
integrate the features of each convolution layer, research on channel attention such as squeeze-and-
excitation networks (SENet) [42] and convolutional block attention module (CBAM) [43] also shows
that the information between channels also has relevance. For shallow networks, making full use of
the information between channels is the key to improving the network performance. However, existing
research shows that there is a certain degree of information loss in SENet. Therefore, we improve the
existing SENet and propose a double pool attention (DPA) module. To make full use of the feature
information between channels, the double pool attention model is embedded into the residual module
and used as the basic unit of DPANet. DPANet is shown in Fig. 5.

Figure 5: DPANet network structure

As shown in Fig. 5, to extract more abundant features, we parallel two DPA networks. The input
image is processed to fully amplify the subtle difference features between genuine anti-counterfeiting
codes and fake anti-counterfeiting codes in preprocessing layer by two kinds of convolutional kernel
sizes: 3×3 and 5×5. The preprocessing layer of the two branches uses two kinds of receptive field filters
to extract the features of different scales in the anti-counterfeiting code image. Then, two residual
blocks are applied. The residual block is implemented by 1 × 1 convolution, batch-normalization,
ReLu, 3 × 3 convolution, batch-normalization, ReLu, 1 × 1 convolutional in order. The numbers of
feature maps of the convolutional layer in the residual block are 64, 256 and 256. To reduce the number
of model parameters, we use global average pooling at the end of two branches to integrate features.
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The output of global average pooling is fused and sent to the softmax layer. To make full use of the
feature information between channels, the double pool attention module is embedded into the residual
block and used as the basic unit of DPANet.

The attention mechanism comes from the study of human vision. In cognitive science, due to
the bottleneck of information processing, human beings selectively pay attention to part of the infor-
mation and ignore other visible information. Attention models have become an important research
direction in deep learning and have been fully studied in many fields, such as image recognition, speech
recognition, and natural language processing. The squeeze-and-excitation (SE) structure is one of the
most widely used and representative attention models in image vision. The SE module first performs
the squeeze operation on the feature map obtained by convolution to obtain the channel-level global
features, then performs the excitation operation on the global features to learn the relationship between
various channels and obtain the weights of different channels, and finally multiplies the original feature
map to obtain the final features. The structure of the SE module is shown in Fig. 6a. The DPA module
proposed in this paper is shown in Fig. 6b.

(a) (b)

Figure 6: Structure of the attention module. a is the SE module and b is the DPA module

As shown in Fig. 6, the SE module sends the high-dimensional feature map into a global average
pool, and directly compresses the h × w dimensional feature map into one-dimensional features.
This compression process operation is undoubtedly radical, and there is a serious information loss
problem in this process. The recently proposed frequency channel attention networks (FCANet) also
confirms that global average pooling only captures the discrete cosine transform (DCT) low-frequency
component of the feature map [44]. To alleviate the local information loss caused by the radical
dimensionality reduction in the SE model, we propose a double pooling attention model that uses
a maximum pooling operation to reduce the dimension of the input feature map before the global
average pooling of the SE model, to retain the local information of the feature map and prevent the
loss of local information caused by radical global pooling. As shown in Fig. 7, it is easy to ignore
the local features of the feature map by directly carrying out a global average pooling operation on
the high-dimensional feature map. However, the max-pooling operation performed on the feature map
before global average pooling can extract the important information (18, 36 values) in the feature map,
which can reduce the loss of information to a certain extent.
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Figure 7: Comparison of pooling between the SE model and the DPA model

4 Experiment and Analysis

This section evaluates the performance of the FG-DPANet algorithm proposed in this paper and
compares FG-DPANet with existing texture based anti-counterfeiting methods.

4.1 Dataset

The preparation of the dataset is an important part of the experiment and the quality of dataset
determines whether the experiment will be successful. As research on digital image anti-counterfeiting
is still in its infancy, there is no available printed anti-counterfeiting code image dataset at present.
Therefore, we need to establish a high-quality printed anti-counterfeiting code image dataset to
evaluate the FG-DPANet algorithm proposed in this paper.

The anti-counterfeiting code datasets are divided into two categories: genuine anti-counterfeiting
codes and reprinted anti-counterfeiting codes. For convenience, we call the reprinted anti-counterfeiti-
ng code the fake anti-counterfeiting code. The generation process of the two categories of datasets is
shown in Fig. 8. First, a batch of genuine digital anti-counterfeiting image files are generated and
printed as genuine paper anti-counterfeiting code by using the printing equipment authorized by the
merchant, and then, the genuine paper documents are photographed by mobile camera devices such
as mobile phones to obtain the corresponding genuine digital anti-counterfeiting code dataset. For
the acquisition process of the fake digit anti-counterfeiting code dataset, the genuine printing anti-
counterfeiting code is first scanned through illegal high-definition (HD) scanning equipment, the fake
anti-counterfeiting code is printed with illegal printing equipment, and photos of the fake printing
anti-counterfeiting code are finally taken with mobile camera devices such as mobile phones to obtain
the corresponding fake anti-counterfeiting code dataset.

Considering the diversity of HD scanning equipment and mobile camera equipment, we decided
to use 1 printer authorized by the manufacturer to print genuine anti-counterfeiting codes, 3 scanners
to scan the genuine anti-counterfeiting codes, and 8 illegal printers to print the fake anti-counterfeiting
codes. The printing, scanning and mobile photographing devices of the anti-counterfeiting code
dataset and the model information of the anti-counterfeiting code are shown in Table 1. Different anti-
counterfeiting codes have different texture image densities. Multiple anti-counterfeiting code types are
chosen to verify that the algorithm proposed in this paper can be applied to printed anti-counterfeiting
codes with different texture image densities. In the anti-counterfeiting code model, C represents the QR
code type, D represents the anti-counterfeiting area density, and Ft represents the fault tolerance level.
Each type of anti-counterfeiting code contains 200 anti-counterfeiting codes, so the anti-counterfeiting
code dataset includes 1,600 genuine anti-counterfeiting codes and 1,600 fake anti-counterfeiting codes.
The size of the printed anti-counterfeiting code is set to 1 cm2 because an anti-counterfeiting code of
this size can be attached to almost all commodity packages, including small commodities such as
cigarettes and stationery.
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Figure 8: Production process of the paper anti-counterfeiting image dataset

Table 1: Anti-counterfeiting dataset device information

Anti-counterfeiting
code type

Authorized printer Illegal scanning
device

Illegal printer Phone

C5-D1-Ft2 Xerox DocuCentre
color-C7500

Epson
WF-M21000a

KNOICA
MINOLTA bizhub
PRESS 1052

iPhone 8 plus

C5-D1-Ft3 Aficio Mp 9001 Huawei nova 6
C5-D1.2-Ft2 DocuCentre

VC7785
Huawei mate 40
Pro

C5-D1.2-Ft3 SHARP
MX-M5608N
PCL6

Aficio Mp 9002 Xiaomi 11
C6-D1-Ft2 RICHO Pro907Ex

RPCs
Huawei nova 5
Pro

C6-D1-Ft3 Xerox DocuCentre
color-C7500

Oppo Reno 5
Pro

C6-D1.2-Ft2 Cannon 9000F
mark 2

Epson Wf-M2100a iPhone XR

C6-D1.2-Ft3 Aficio Mp 7001 Redmi k30

As shown in Table 1, we used a printer (Xerox DocuCentre color-C7500) authorized by the
manufacturer to print authentic paper anticounterfeit codes and then use 8 illegal printers of different
models to reprint the counterfeit anticounterfeit codes. To imitate the use scenario confirmed by users,
we selected 8 smartphones of different models to take photos of authentic and counterfeit paper
anticounterfeit codes. We use one mobile phone to collect 200 authentic anticounterfeit codes and their
corresponding counterfeit anticounterfeit codes. Finally, all the collected anti-counterfeiting codes are
normalized to 512 × 512 pixels.
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To evaluate the algorithm proposed in this paper, a series of experiments are carried out on the
anti-counterfeiting code dataset. The anti-counterfeiting code dataset includes 1,600 genuine anti-
counterfeiting codes and 1,600 fake anti-counterfeiting codes. A total of 3,200 anti-counterfeiting code
images are cut into image patches with a size of 64 × 64 pixels that do not overlap each other. These
image patches constitute an anti-counterfeiting code dataset. All our experiments and comparative
experiments use the same data splitting method. We divide the anti-counterfeiting code dataset into
two subdatasets according to formula (1): the noise subdataset and the texture subdataset. A total
of 4/6 of each subdataset is divided into the training set, 1/6 is considered the verification set, and
1/6 is considered the test set. To avoid overfitting, we applied global average pooling to the last
pooling layer and directly fed the output of global average pooling into the softmax layer. Moreover,
the BatchNormalization layer is used. It has been proven that it is an effective mode to accelerate
convergence. For the problem of underfitting, by adjusting the number of layers and number of neurons
in the network, the complexity of the network can be increased or reduced to prevent underfitting. We
trained FG-DPANet with digits [45], a web-based deep learning training tool developed by NVIDIA,
which can graphically operate and visualize the deep learning model on a web page.

4.2 Experimental Setup

In the evaluation experiment of DPANet’s anti-counterfeiting performance, the default hyperpa-
rameters are as follows: the training steps and epochs are 65,280 and 30, respectively, the training batch
size is 32, the base learning rate is 0.001, the momentum and weight decay are 0.9 and 0.001 respectively,
and the model optimization algorithm is stochastic gradient descent (SGD). The hyperparameter
settings of FG-DPANet are shown in Table 2.

Table 2: FG-DPANet hyperparameter settings

Hyperparameters Setting

Solver type Stochastic gradient descent
Base learning rate 0.001
Policy Step down
Step size 33%
Gamma 0.1
Epochs 30
Iterations 65,280

The notebook platform used in the experiment is HP OMEN, the central processing unit (CPU)
model is i7-9750H (2.60 GHz, 16 GB), the graphics processing unit (GPU) graphics card model is an
NVIDIA GeForce RTX2070 (8 GB), the deep learning framework used is Caffe, the compute unified
device architecture (CUDA) version is 10.0, and the CUDA deep neural network library (CUDNN)
version is 7.6.0. The specific software and hardware parameters are shown in Table 3.
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Table 3: Parameters of the experimental platform

Notebook: HP OMEN CPU: Intel Core i7-9750H(2.60 GHz, 16 GB)

GPU: NVIDIA GeForce RTX 2070(8 GB) Operating system: windows 10
Deep learning framework: Caffe CUDA version: 10.0
CUDNN version:7.6.0 Visualization tools: digits

4.3 Test Image Size Selection

Existing anti-counterfeiting code identification methods are based on the whole anti-counterfeiti-
ng image. However, the authenticity identification method based on the whole image is not robust.
Commodities will be stained and rubbed in the process of transportation and sales, resulting in the
destruction of anti-counterfeiting code images. However, the identification performance of existing
anti-counterfeiting code identification methods declines sharply when the anti-counterfeiting code
image is damaged. The quality of anti-counterfeiting code images usually decreases due to factors
such as dirt, friction, reflection and blurring, so the anti-counterfeiting requirements are not met.
However, there are usually some image areas with high quality in anti-counterfeiting images. Therefore,
developing an area-based anti-counterfeiting method can effectively combat the decline in anti-
counterfeiting code quality. For the above reasons, the anti-counterfeiting code is divided into image
patches with a size of 64×64 pixels, and the authenticity of the anti-counterfeiting image is determined
by identifying the authenticity of the image patch.

4.4 Performance Evaluation and Analysis of the Double Pool Attention Network

To test the impact of the double pool attention module proposed in this paper on the network,
DPANet is considered the basic network, the existing attention model channel attention module
[43] (CAM) and SE are embedded into DPANet, and the impacts of various attention models on
the classification performance of the basic network are compared. The experimental test dataset is the
above anti-counterfeiting code dataset, and the input image size of the network is 64 × 64 pixels. The
test results of each attention module are shown in Table 4.

Table 4: Comparison of channel attention model test results

Network Attention mode Accuracy (ACC)

Base NONE 99.8658
Base-SE SE 99.8719
Base-CAM CAM 99.8841
Base-FCA FCA 99.8911
Base-DAP DPA 99.8923

The Base network in Table 4 represents the residual network in DPANet, Base-SE indicates that
the DPA module in DAPNet is replaced with SE [42], Base-CAM indicates that the DPA module in
DPA-Net is replaced with CAM [43], and Base-FCA indicates that the DPA module in DPA-Net is
replaced with FCA. Base-DPA is a double pool attention network proposed in this paper. According
to the test results in Table 4, the Base network has the lowest classification accuracy, which proves that
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embedding the attention model in the network can make full use of the features between channels and
improve the network classification performance. According to the test results of Base-SE, Base-CAM
and Base-DAP, the DPA model proposed in this paper can address the information loss of the attention
model to a certain extent. In addition, although Base-FCA has achieved good classification results,
its network performance is largely affected by the top-k frequency combination, and the selection of
frequency combination will bring great uncertainty.

4.5 Performance Analysis of the Feature-Guided Double Pool Attention Network

To evaluate the classification performance of the feature-guided DPA network proposed in this
paper, authenticity identification experiments are carried out on anti-counterfeiting code datasets.
Because the DPANet proposed in this paper is the first deep learning network in digital image
anti-counterfeiting, and there is no digital image anti-counterfeiting network that can be used for
comparison, the existing sophisticated network widely used in image classification is chosen for com-
parison. Considering the industrial application limitation of anti-counterfeiting code authentication,
we should take the complexity of the network model and the inference speed into consideration. We
select the existing networks with simple structures and high classification accuracy for comparison.
Therefore, we compare DAPNet with LeNet, AlexNet, ResNet18 and GoogLeNet. The existing
ResNet, GoogLeNet and other networks are very deep, and the input image size is large. The image
with a size of 64×64 pixels cannot be used as the input image of ResNet, GoogLeNet and other depth
networks. To unify the test image size, the input image sizes of each network are unified into 224×224
pixels. The test picture with a size of 224 × 224 pixels is only used in the experiment of this section.
The test results of the feature guided DPA network are shown in Table 5.

Table 5: Performance test results of the double pool attention network

Network ACC (%) Time (ms) Memory (kB) Parameters

LeNet [46] 93.1641 2.3121 274427 70,253,072
AlexNet [47] 98.0469 2.5332 222176 56,876,418
ResNet18 [41] 99.9531 6.3731 43726 11,191,490
GoogleNet [48] 99.9522 6.1697 40294 5,975,602
DPANet 99.9686 3.6994 1337 339,511

We compare the classification accuracy, test time of a single image, model memory and network
parameters of several classical networks. As seen from Table 5, the DPANet proposed in this paper
achieved the highest classification accuracy of 99.9686, slightly higher than that of ResNet18 and
that of GoogleNet, and much higher than that of LeNet and that of AlexNet. In terms of memory
and network parameters, DPANet is much better than other existing sophisticated networks. A
comprehensive evaluation of various test indicators shows that DPANet has the best classification
performance and can meet the operation requirements of mobile platforms in terms of memory and
test time.

4.6 Compared to the Textural Anti-Counterfeiting Algorithms

At present, research on the authenticity identification of anti-counterfeiting code mainly focuses
on traditional image processing and machine learning algorithms. To evaluate the classification
performance of the FG-DPANet network, the 13 most common and advanced existing methods,
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CLBC [49], CLBP [50], COV-LBPD [51], ECLBP [22], LBP [52], LDEP [53], LGONBP [23], MCDR
[54], MRELBP [55], RALBGC [56], RAMBP [24], MMLR [57] and GCLBP [58] are chosen for
comparison to the FG-DPANet network. To comprehensively evaluate the performance of the digital
image anti-counterfeiting algorithm, we test the classification accuracy, recall and F1 value of each
digital image anti-counterfeiting algorithm. The accuracy, recall and F1 value of the calculation
methods are shown in formulas (2), (3) and (4), respectively:

Accuracy = tp + tn
tp + fp + tn + fn

(2)

Recall = tp
tp + fn

(3)

F1 = 2tp
2tp + fp + fn

(4)

where tp is the number of genuine anti-counterfeiting images correctly identified, tn is the number of
fake anti-counterfeiting images correctly identified, fp is the number of fake anti-counterfeiting images
incorrectly identified, and fn is the number of genuine anti-counterfeiting images incorrectly identified.
To ensure the fairness of the experimental evaluation, the test image size of this experiment is set to
64 × 64 pixels. The test results are shown in Table 6.

Table 6: Authenticity identification test results for anti-counterfeiting codes

Method ACC Recall F1

Traditional

CLBC 96.9141 96.2256 0.9689
CLBP 96.9849 96.4819 0.9697
COV-LBPD 90.3271 89.0771 0.9020
ECLBP 89.4287 87.7246 0.8925
LBP 75.8423 75.2783 0.7571
LDEP 98.3228 98.3398 0.9832
LGONBP 93.8682 93.3687 0.9383
MCDR 95.5053 94.5459 0.9546
MRELBP 91.1426 92.6440 0.9127
RALBGC 89.7498 90.7227 0.8985
RAMBP 51.7871 50.6982 0.5179
MMLR 98.6875 98.8642 0.9869
GCLBP 97.2417 97.2417 0.9762

Proposed DPANet 99.8923 99.9189 0.9989
FG-DPANet 99.9330 99.9513 0.9993

The test results in Table 6 show that FG-DPANet has achieved the best performance in the
authenticity identification of anti-counterfeiting code, and the three indices of accuracy, recall and F1
are much higher than those of the existing image anti-counterfeiting algorithm. The above experiments
prove the effectiveness and superiority of FG-DPANet.
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4.7 Experimental Details Display

In this section, we show the details of the experiment, including training and test results. Fig. 9
shows the training details of DPANet, and Fig. 10 shows the (receiver operating characteristic) ROC
curve and confusion matrix of DPANet test results on the anti-counterfeiting dataset.

Figure 9: DPANet training details. Panel a is the DPANet accuracy curve and Panel b is the DPANet
loss curve

Figure 10: DPANet Test Results. Panel a is DPANet test confusion matrix and Panel b is DPANet test
ROC curve

Fig. 9 shows the training details of the DPANet network model, Fig. 9a is the training and
verification accuracy curve, and Fig. 9b is the training and verification loss curve. From the accuracy
curve and loss curve in the figure, it can be seen that the model proposed in this paper can converge
quickly and achieve high classification accuracy.

Fig. 10 shows the test results of DPANet on the anti-counterfeiting dataset. Fig. 10a is the
confusion matrix of the test results. It can be seen from the figure that the accuracy rate of genuine
products is 0.9995 and that of counterfeit products is 0.9991. Fig. 10b is the ROC curve of the test
results, with the false positive rate as the horizontal axis and the true positive rate as the vertical axis.
The ROC curve in the figure is very close to the upper left corner, and the area below the curve is



3448 CMC, 2023, vol.75, no.2

0.999596. The confusion matrix and ROC curve of the DPANet test results show that the proposed
model has superior classification performance.

4.8 Authenticity Identification of Anti-Counterfeiting Codes for Blurred Images

In the process of using mobile phones to scan and identify anti-counterfeiting codes, due to the
relative motion between mobile phones and anti-counterfeiting codes, the scanned anti-counterfeiting
code image is easily blurred by motion. The blurred anti-counterfeiting code image has a great impact
on the discrimination performance, so it is necessary to test the antiblur ability of the network proposed
in this paper. To test the antiblur performance of the FG-DPANet network, five different degrees of
motion blur with blurring kernel lengths of 2, 4, 6, 8 and 10 and angles of 45% are added to the anti-
counterfeiting dataset above. An example of an anti-counterfeiting code blurred image is shown in
Fig. 11. The antiblur test results of FG-DPANet are shown in Table 7.

Figure 11: Examples of anti-counterfeiting code fuzziness, where L represents the length of the blurring
kernel, L(a) = 0, L(b) = 2, L(c) = 4, L(d) = 6, L(e) = 8 and L(f) = 10

The three test indices ACC, recall and F1 in Table 7 show that the detection performance of the
FG-DPANet algorithm decreases gradually with increasing blur, but FG-DPANet still maintains a
high detection accuracy in the case of slight blur (2, 4). In the case of severe ambiguity, the detection
accuracy is reduced to less than 96%. The above detection results show that the algorithm proposed
in this paper can accurately identify the authenticity of the anti-counterfeiting code when it is slightly
blurred.
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Table 7: Antiblur test results of FG-DPANet

Method Blurring kernel length ACC Recall F1

FG-DPANet 0 99.9330 99.9513 0.9993
2 97.5413 99.8162 97.5960
4 96.0421 99.7702 96.1843
6 92.7735 97.1852 0.9308
8 85.0299 87.1438 0.8534
10 79.0039 80.1471 0.7924

5 Conclusion

In this paper, we propose a lightweight anticounterfeit code recognition network, which is a two
branches attention residual network. The introduction of noise features effectively solves the problem
of weak texture features of anti-counterfeiting code in high-quality forgery and image blur scenes. In
addition, the DPA model further improves the network’s feature expression ability. The experimental
results show that our scheme is superior to the existing anticounterfeit code authentication algorithm,
and the authentication accuracy reaches 99.95%. In addition, our algorithm can accurately identify
the authenticity of the anti-counterfeit code in the mobile phone imaging scene and the slightly blurred
scene of the anti-counterfeit code, which solves a major problem in the commercialization of the
anti-counterfeit code authentication scheme. Although our algorithm can identify the authenticity
of the anti-counterfeit code under slight ambiguity, if the anti-counterfeit code encounters severe
ambiguity, the identification effect will be seriously affected. Our next step is to solve the problem
of authenticating the anti-counterfeit code in the heavily blurred scene.
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