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Abstract: For fuzzy systems to be implemented effectively, the fuzzy mem-
bership function (MF) is essential. A fuzzy system (FS) that implements
precise input and output MFs is presented to enhance the performance and
accuracy of single-input single-output (SISO) FSs and introduce the most
applicable input and output MFs protocol to linearize the fuzzy system’s
output. Utilizing a variety of non-linear techniques, a SISO FS is simulated.
The results of FS experiments conducted in comparable conditions are then
compared. The simulated results and the results of the experimental setup
agree fairly well. The findings of the suggested model demonstrate that the
relative error is abated to a sufficient range (≤± 10%) and that the mean
absolute percentage error (MPAE) is reduced by around 66.2%. The proposed
strategy to reduce MAPE using an FS improves the system’s performance and
control accuracy. By using the best input and output MFs protocol, the energy
and financial efficiency of every SISO FS can be improved with very little
tuning of MFs. The proposed fuzzy system performed far better than other
modern days approaches available in the literature.

Keywords: Mean absolute percentage error; membership functions; relative
error; fuzzy system

1 Introduction

FS enables human beings to take decisions based on inaccurate information and control real-time
applications. In 1965, Zadeh introduced the fuzzy set concept as a means of explaining ambiguity
and uncertainty [1]. Afterward, the fuzzy set theory has become the most popular research topic
in numerous areas. In FS, the MFs and fuzzy rules have a substantial influence on the fuzzy
system’s performance. Therefore, the MF’s tuning has always been the key factor in the design of
FS. The current focus of joint FS research is the continuous development of innovative forecasting
and optimization methods. Which reduces the consumption of energy and maximizes the level of
user comfort. However, the accuracy of the control is the most critical portion that affects FS’s
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performance, it is generally ignored by most researchers. In many articles, the Mamdani model is
utilized because of its efficiency and minimalism. The Mamdani model trusts in the fixed boundary-
based MF, which will affect the system’s performance. Because the granularity of MF and its variant
will provide different results for a precise value of the input [2,3].

The fuzzy system’s characteristics play a significant role in improving the accuracy and perfor-
mance of nonlinear systems. The nonlinear reading of FS is pretty much sensitive to the MF’s length
and position. The MF’s peak position and base length affect the fuzzy rule’s activating level. The
influence of FS on stricture variations might exist in the MF’s suitable settings. Though, despite
its major participation, the number of studies is very limited on MFs design. Triangular shaped
membership functions are extensively utilized in FSs because they are very simple to implement. The
triangular shaped membership functions excel in steady-state conduct, particularly in accumulating
preferred positions. Alternatively, the precise input-output MF method improves the compactness of
the logic scenario and eventually enhanced the control accuracy [4–6].

Numerous optimization methods for MF optimization have been described in the literature. These
optimization techniques include genetic algorithm (GA) [7], ant colony algorithm (ACO) [8], particle
swarm optimization (PSO) [9], and artificial neural networks [10]. However, all these algorithms
are very time-consuming because the convergence needs complex computations [7–10] and these
techniques need extensive prior network training (ANN) or necessitate updating numerous particles in
ACO and PSO techniques. There is also a need to calculate the applicability of the GA and eliminate
the members of the most inappropriate solution for the candidates after each iteration. Hence, it is not
possible to put these methods into practice using commercially available microcontrollers [11,12].

Different technologies have been used for various purposes in various disciplines, based on
different algorithms of machine learning and fuzzy logic, but there is no exact way to determine the
proper shape, granularity, or spam of MF [13]. The design of MFs and fuzzy rules largely depends
on the knowledge of experts in the relevant domain. Hence, it is not straightforward to assess how
MFs affect the response of the system if the criteria for MFs change. Due to the lack of auxiliary
experimental statistics, the use of precise input and output MF using specific lengths and positions
has not been researched, which was the main motivation for this research [14]. It is explained that the
performance of FS increases linearly with the precise number of input and output MFs [15]. Though,
the need to tune the membership functions further will only exacerbate the convergence issue.

Each section of this article deals with inspiration for the proposed model. This article has the
following multiple goals:

1) Systematically design the input and output MFs of single-input single-output FS to minimize
trial-and-error and dependence on expert knowledge. In the proposed method, the position
and length of the MFs are critical to obtaining superior outcomes.

2) In particular, the effect of the proposed relationship of input/output MFs is studied in detail
to validate the efficiency of the proposed model. The range of MFs acquired based on the FS’s
control accuracy and experimental record is utilized as the criterion valuation. Furthermore,
The efficiency and accuracy of the system are improved by applying the precise input/output
MFs relationship.

3) In decision analysis, the grades of the membership are not sufficient to evaluate objects. The
addition of reference parameters gives decision-makers the freedom to choose these levels. The
proposed approach of SISO FS with correlated reference parameters delivers a robust method
for modeling uncertainty.
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4) Since our objective in the MF design is to regulate the steady-state error for the SISO
FS because uniformly distributed triangular MFs show superior performance regarding the
steady-state behavior, particularly with the cumulative preferred setting.

In this study, the precise input and output MFs with minimum tuning was proposed to enhance
the performance and accuracy of the SISO system, which will linearize the system’s output. The
outcomes show that precise outcomes can be achieved by designing the effect of relative changes in
the precise input and output membership functions and integrating the outcomes into the procedure
of defuzzification for a specified monotonic system. In small data scenarios, specifically when the
behavior of the target system is known. This also indicates that for a certain number of the output MFs,
tuning the first MF only eradicates the requirement of an optimization algorithm. The experimental
and simulation results are catered for the precise input and output MFs of the SISO FS.

The architecture overview of the SISO model is presented in Section 2. The specified depiction of
the algorithm design is explained in Section 3. The MATLAB simulation setup is explained in Section
4. The experiment setup used to implement the SISO FS is explained in Section 5. Comparative analysis
of experimental and simulation results is described in Section 6, whereas the conclusions are given in
Section 7.

2 Model Overview

The FS model is proposed for general-purpose systems that take input from a single sensor and
generate an output in the form of a pulse width modulation (PWM). The transistor-transistor logic
(TTL) facilities are available for most modern sensors. The sensor can synchronize output voltage levels
(i.e., 0–5 V). It can be presumed that the sensor can compute any parameter (i.e., humidity, pressure,
temperature, etc). The output of the system (PWM) is a form of signal because of its high efficiency
and low power consumption when operating under different loads. This PWM is articulated in (%).
To define the MF of these fuzzy sets, the isosceles triangles are used in this model. There are two
parameters for each MF attribute. For simplicity, existing FSs are designed for systems that display
only monotonic behavior.

Fig. 1 shows the block diagram of SISO FS. The FS utilizes a single sensor as an input variable to
produce signals proportional to the values of its sensor parameters. The signal is generated after the
required signal conditioning is supplied to the fuzzifier, and the fuzzifier produces two variables of a
fuzzy set. These variables of the fuzzy sets are then passed to the inference engine. The inference engine
is also connected to the rule block which is containing the predefined rules. The inference engine uses
the min-AND operation to deliver two outputs to defuzzifier, based on predefined rules and the two
fuzzy inputs. The defuzzifier then provides crisp values at its output.

Figure 1: Block diagram of SISO FS
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3 Algorithm Design

The proposed FS is designed to define the value of the input sensor in the form of a percentage
(0%–100%). In this study, 0–5 volts are considered as 0%–100%, correspondingly. However, this FS is
equally appropriate for those systems whose input voltage range is not compatible with TTL. Fig. 1
shows the SA & VA component, which converts the signal (0–5 V) into diverse ranges, which are
described in the FS for input parameters.

3.1 Fuzzifier

This unit translates fuzzy input as linguistic values and generates output linguistic variables of
a fuzzy set. For the entire range of a single input variable, nine triangle MFs are specified, which
are classified into eight regions supplementary. Table 1 summarizes the distribution of MF names
and their related ranges and regions. Fig. 2 shows a graphical view of the nine MFs of the above
classification and the eight regions of the input variables.

Table 1: Regions, ranges, and MFs of the system

Regions

1 1–2 2–3 3–4 4–5 5–6 6–7 7–8 8

Membership functions

V. V low Very low Low Low
medium

Medium Medium
high

High Very high V. V high

Ranges

0–12.5 0–25 12.5–37.5 25–50 37.5–62.5 50–75 62.5–87.5 75–100 87.5–100

Figure 2: MFs and region distribution

The scheme of different modules’ connectivity in a fuzzifier is shown in Fig. 3, which is used in
the FS to produce a single output of the sensor. For the single input variable, the system needs a single
fuzzifier unit. Fig. 3 shows that in the range of 0–5 V, the input signal is first multiplied by 12.5 times to
simulate the entire range of a single variable in the model. The multiplier’s output is straightforwardly
delivered to four subtractors and a region comparator. These subtractors identify the input values by
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subtracting the boundary of the range value from it. The region comparator equates the input with the
range boundary to determine the occupied region. The outputs of all four subtractors are applied as the
multiplexer’s input data, and the output of the region comparator is linked to the multiplexer’s selection
line. The divider module associated with the multiplexer’s output divides the multiplexer’s outcome by
12.5. The output of the divider produces the f1, and further subtraction from “1” produces f2.

Figure 3: Scheme of different modules connectivity in a fuzzifier

3.2 Inference Engine

Two AND operators are utilized in the inference engine unit. Two inputs deliver to the interface
engine from the fuzzifier, and the min-AND configuration has been used by the inference engine to
achieve the output “R”. By using the factor mn, the fuzzy rules compulsory for all specified ranges
of SISO FS are determined, where n = the number of inputs and m = the number of fuzzy sets. For
this SISO FS, n = 1 and m = 9, so the total number of fuzzy rules is nine. Table 2 shows the nine fuzzy
rules.

Table 2: Nine fuzzy rules for SISO FS

Input Output

Very very low Very very low
Very low Very low
Low Low
Low medium Low medium
Medium Medium
Medium high Medium high
High High
Very high Very high
Very very high Very very high
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3.3 Fuzzy Rule Block

A single sensor of this FS delivers one crisp value to the rule block. It flexibly outputs a singleton
value numeric method according to the principles of the algorithm used in the FS. For a single variable,
two fuzzy rules are required to find the matching value of S1 and S2. The rule block acquires an input
value and divides the discourse into several regions, each of which limits the two variables of the fuzzy
set, activates the rule, and disperses the output.

3.4 DeFuzzifier

The output of any FS is controlled by the defuzzifier, so the defuzzifier has a substantial impact
on the system’s control accuracy. Commonly, the similar number of input MFs and output MFs are
considered when designing FS. The defuzzification process delivers a crisp output value after assessing
the defuzzifier’s input [16,17]. In this case, the defuzzifier received an input value. Two output values
R1 and R2, have been generated by the inference engine and two output values S1 and S2 have been
generated by the rule block. The defuzzifier calculates a typical output consultation in the route of the
center of average (COA) procedure to implement Eq. (1), where i = 1 to 2. The design of output MF
comprises nine (9) functions through an identical interpretation of the standard range. Figs. 4 and 5
respectively show the graphical representations of the 9 output MFs distributions, with and without
tuning of the first MF.

�Si ∗ Ri/�Ri (1)

Figure 4: 9 MFs of output

Four multipliers have been used in the defuzzifier., where two adders are used for Si ∗ Ri, one
adder for ΣSi ∗ Ri, the other for ΣRi, and only divider for ΣSi ∗ Ri/ΣRi. Finally, a crisp output has
been generated by the defuzzifier [18].

For the model’s performance evaluation, The MAPE is utilized and the root mean square error
(RMSE), and mean absolute error (MAE) expressed in Eqs. (2)–(4):

MAPE = 1
C

∑c

k=0

(
Ai − Bi

Ai

)
(2)

RMSE =
√

1
C

∑c

k=0
(Ai − Bi) (3)
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MAE = 1
C

∑c

k=0
(Ai − Bi) (4)

where ‘A’ is the MATLAB Simulated value, ‘B’ is the Measured value, and ‘C’ indicates the No. of
observations.

Figure 5: Proposed 9 MFs of output

4 Setup of MatLab Simulation

The MatLab Simulink R2016b had been utilized to develop the SISO FS, and verify the reliability
of the proposed membership functions through MatLab simulation. For linear systems with different
input and output MFs (3, 5, 7, 9), different SISO FS models are simulated, as shown in Table 3.
The accuracy of FS simulates many scenarios utilizing identical input values of sensors across the
entire range. SISO FS uses a similar number of input and output membership functions which are
uniformly distributed in the discourse, and these contiguous MFs coincide with one another by 50%.
In all models, similar input values of a sensor are utilized to simulate numerous cases over the entire
range to determine the maximum error. Thereafter, utilizing precise 9 input MFs and output MFs and
tuning of the only first MF were used and the relative errors have been meaningfully abridged.

Table 3: Various models comparison

Model Max. relative error (%) MAPE RMSE MAE

3 Input and output MFs 22.35 7.1 6.44 5.41
5 Input and output MFs 74 5.24 1.6 2.01
7 Input and output MFs 16.16 3.3 1.37 1.24
9 Input and output MFs 12.83 2.36 0.74 0.7
9 Input and output MFs (tune) 10.14 2.29 0.72 0.68
10 Input and output MFs 20 4.92 2.07 1.52
11 Input and output MFs 25.09 4.65 1.85 1.41

To test the proposed SISO FS’s accuracy, simulations of various SISO FS models of nonlinear
systems were performed. Use the exact similar input values for every FS model to simulate numerous
scenarios. Table 4 shows the comparative analysis between these models and the proposed method.
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All SISO FSs with various input and output MFs use a similar number of fuzzy rules and the most
appropriate singleton value. After increasing or decreasing the value of the input or output MF, the
fuzzy rule and the singleton value configuration should be similar.

Table 4: Various models comparison (nonlinear system)

Model Max. relative error (%) MAPE RMSE MAE

3 Input and output MFs 22.35 11.56 6.07 5.41
5 Input and output MFs 74 8.87 2.11 3.34
7 Input and output MFs 16.16 3.84 1.12 1.15
9 Input and output MFs 12.83 2.9 0.66 0.73
9 Input and output MFs (tune) 10.14 2.75 0.62 0.71
10 Input and output MFs 20 5.95 2.32 1.69
11 Input and output MFs 25.09 4.51 1.3 1.04

5 Implementation of Fuzzy Model

Fig. 6 shows the experimental setup in which all equipment names are mentioned. Input knobs
are used to set input values. A microcontroller (ATmega 328P) which is easily available in the market
at a low cost, has been utilized to implement our proposed model with a suggested tuning of MF.
The analog pins of the microcontroller are suitable for obtaining analog voltage (0–5 volts) which is
applied directly to its input analog pins. The integrated analog-to-digital converter converts the analog
input to a digital format for advanced processing. The microcontroller works at 16 MHz and produces
PWM on its output pins. To simulate the full range of voltages of the signal that a TTL-compatible
input sensor can produce, a voltage divider circuit is utilized to deliver variable voltages on the ATmega
328P analog pins. The FS’s output is linked with the microcontroller’s PWM module through Arduino
coding, which changes the duty cycle of the output pulse of the microcontroller according to the FS’s
output. Use a digital oscilloscope of 100 MHz (MCP model: CQ620A) to measure the exact change
in output. Fig. 7 shows the pseudo-code of the system.

Figure 6: Experimental setup

Fuzzy rules must be translated to an array of numbers to accumulate in memory. The simplest
approach is to interpret fuzzy sets to index numbers. Subsequently, every rule needs X numbers in
the argument section and a single number in the resulting section. Assume that the index number is
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accumulated in two bytes. The FS is implemented in hardware by ATmega 328P clocked at 16 MHz,
the implementation of instruction takes ten clocks approximately, and afterward, an inference takes
almost 65 milliseconds. An inference takes around one millisecond, which is about the speed of 1000
flops. Consequently, inference utilizing rule tables is 65 times quicker than online inference [19,20].

Figure 7: Pseudo code of the system

6 Results and Discussion

The design of FS is typically based on uniform distribution and the same number of input and
output MFs (e.g., 3/3, 4/4, 5/5, 6/6, and 7/7 input/output MF) in the literature [5,15,21–26]. The
experimental results in Fig. 8 show that this FS is liable to huge errors even when applied to linear
systems. Clearly, in numerous scenarios, relative error values higher than 10% are calculated, eventually
resulting in greater MAPE, MAE, and RMSE values for these FS models.

Figure 8: Comparison of relative errors between three SISO systems

By adopting precise nine input and output MFs in the design of the SISO system, the relative error
can be significantly reduced. Fig. 9 shows the experimental results of the SISO system’s relative error
with even distribution of MFs. The relative error for 9 input and output MFs cases remains less than
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10% over the complete input range, except for “v.v. low” input values as compared to 5/7/10/11 input
and output MFs.

Figure 9: Comparison of relative errors between six SISO systems

For further reduction of relative error in the “v.v. low” region, the first MF needs to be tuned
to reduce the relative error within a sufficient range. However, it can be seen from Fig. 10 that the
relative error is specifically abridged to 10% after tuning in the “v.v. low” region. Table 3 shows a
comparative analysis of the values of MAE, MAPE, and RMSE of the linear system SISO different
models utilizing diverse input and output MFs in the discourse. Our proposed method of SISO FS
with 9 input and output membership functions and tuning of the only first MF delivers the best results
because increasing the input/output MFs to 10 and 11 worsens the value of the relative error compared
to the case of 9 input/output MFs.

Figure 10: Comparison of relative errors between SISO systems (with and without tuning)

The effectiveness of our proposed method of designing a perfect SISO system with monotonic
behavior and nonlinear output is too confirmed. Similarly, Fig. 11 shows that after tuning only the
first output MF of 9 output MFs, the maximum relative error in the SISO system is significantly
reduced to ≤10%. The error comparison view given in Table 4 confirms that the proposed 9 input
and output MF (tuned with the first MF) method shows better performance even in the scenario of
non-linear output values of different models utilizing diverse input and output MFs in the discourse.
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Figure 11: Comparison of relative errors between six SISO systems (non-linear system)

The Mamdani model is one of the most substantial techniques used in fuzzy logic, which has
various applications in different modern days fields (e.g., robotics, internet of things, deep learning,
etc.) [27]. Even though the Mamdani model used in FSs still has some significant issues to address. The
main issue is selecting the precise shape and boundaries of the MFs in the universe of discourse. Its
purpose is to control the affiliation between input and output variables by regulating MF to construct
a transparent black box of the FS. Based on various algorithms of fuzzy logic and machine learning,
numerous methods have been used in diverse areas for numerous purposes [11], but they fail to attain
optimized MFs accurately [3].

The proposed method is used to define high-performance fuzzy MFs to minimize the relative
error and enhance the accuracy of the FS. The novel approach applies the real-number encoding of the
basic length parameters and the peak position of MFs and combines the fuzzy system’s performance
assessment to present an applicable MF assessment mechanism to attain the superlative results. A
comparison will be given to illustrate the significantly enhanced performance of FS optimized by the
proposed method. Precise determination of MFs necessitates not only reducing the relative error but
also improving the stability and accuracy of the FS. Different simulations had been performed using
the proposed method in similar situations. The results show that the proposed method reduces the
MAPE of a SISO FS by more than 66%. Furthermore, reduces MAE and RMSE by nearly 56% and
55% compared to conventional FS [16].

Microcontrollers and nonlinear sensors are utilized in various designs of embedded systems. Since
the input/output characteristics of the majority of the sensors are inherently nonlinear, acquiring
information from nonlinear sensors utilizing integer microcontrollers has been a design challenge.
Another design difficulty in sensor-based applications is exploiting the sensor’s entire range to capture
the sensor’s nonlinear behavior in a digital environment. In the literature, numerous linearization
techniques have emerged to linearize the sensor response. The analysis and tuning of fuzzy logic
controllers (FLCs) is a difficult problem due to the nonlinear control behavior and complexity caused
by the multi-parameter nature of FLCs [21,28–30]. Fig. 12 shows the linearization outcomes for the
output of SISO FS after using 9 input and output MFs. It is not possible to use 3, 5, and 7 MFs in any
SISO FS or any other method used in the literature.

Moreover, the proposed FS yields improved accuracy and stability than any other FS available
in the literature. Approximate reasoning techniques based on fuzzy logic (FL) are effectual utensils
for producing AI-based systems. Production systems are frequently utilized for the chore of taking
decisions and forecasting numerous situations under uncertainty. To evaluate the proposed model’s
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performance in terms of accuracy utilizing the parameter RMSE; the comparison of achieved
outcomes with different FL model outcomes to verify the accuracy of the system.

Figure 12: Linearity representation using the Mamdani model

When examining recent research on univariate modeling, Selvachandran et al. [19]. examines the
implementation of six software-based sensor linearization algorithms for low-cost microcontrollers.
The linearization algorithm is achieved by utilizing a nonlinear optical ranging sensor. Fayaz et al. [5]
introduce a method called Learning Control (LTC) to address the selection of precise shapes and the
use of a precise position and length of MFs. The proposed method consists of two different modules. In
the control algorithm module, the Mamdani FLC method is utilized, while in the learning algorithm
module, the ANN algorithm is used. Sharma et al. [20] analyze the applicability of a self-learning
recurrent neural network (NN) with a helical structure of controlled elements and layers. Based on the
application and development of NNs, novel schemes and systems for implementing them are proposed.
Erdem [21] present an Enhanced Fuzzy Sliding Mode Control (EFSMC) algorithm for monitoring
an ambiguous pneumatic artificial muscle (PAM) robotic arm having external instabilities. A novel
EFSMC algorithm is defined based on the conventional sliding mode controller, which develops
adaptive fuzzy rules based on Lyapunov stability theory and is fuzzified with the Mamdani model.
Osipov et al. [22] introduce DynaMut2, a web server that binds normal pattern analysis (NMA)
techniques to apprehend protein motility and our graph-based signature to signify the wild-type
environment to study the effects of single and multi-point mutations on protein solidity and dynamic
effects. Anh et al. [23] shed light on the noise levels of traffic in the Arabian Gulf. Furthermore, it
uses an ANFIS to calculate the noise levels of traffic on Kuwait’s ring road. Field measurements
were gathered from various measurement points. Rodrigues et al. [24] explained that based on the
established 1D convolutional neural network model, the influence of different logging combinations
on the prediction of Shearwave velocity was analyzed.

Compared with related research articles available in the literature, the objective of this study is to
pretend a new methodology for defining input and output MFs in any SISO FS. The experimental
outcomes based on the RMSE criterion are shown in Table 5, and the proposed methodology proved
to be the best performer than other modern days approaches (ANN, ANFIS, AFPID, RNN, etc.).
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Table 5: Various models comparison available in the literature

References Model RMSE

Erdem (2010) Artificial neural network 2.80
Fayaz et al. (2019) Artificial neural network 2.2451
Osipov et al. (2020) Recurrent neural networks 2.61
Anh et al. (2021) Adaptive fuzzy PID 1.4009
Rodrigues et al. (2021) Normal mode analysis 0.91
AlKheder et al. (2021) ANFIS 2.756
Zhang et al. (2022) Machine learning methods 2.793
This work Mamdani 0.72

7 Conclusions

The key objective of this study is to find the precise number of input and output MFs to enhance
the stability and accuracy of the SISO FS, i.e., the compulsory speed for the SISO system to achieve a
steady state. It assists engineers in the field of autonomous systems and robotics improvement insight
into the core factors needed for steady system design. The following is a summary of the main points
of this study.

1. The Mamdani model is used to implement our proposed method. The Mamdani model can
easily be implemented with a less computational burden. The ANN and GA had been used to
optimize MF in different fuzzy systems by most of the authors in the literature. In this study,
a SISO fuzzy model based on Mamdani had been used to reduce the MAPE by almost 66.2%,
MAE by 56.3%, and RMSE by 54.5%.

2. Utilizing precise nine input and output MFs in the SISO system will generate nine rules and
the tuning of the first MF will provide far better stability and accuracy of the system because
a large number of errors had been reduced using the proposed method.

3. The outcomes of the model show significant progress by perusing the effects of the precise MFs
and the productivity of the SISO system, it was witnessed that the proposed method delivers
the best SISO fuzzy system (9 input/output MFs with tuning) from the accuracy metrics.
Conclusively, this suggests that the proposed SISO system is extra efficient for the controller’s
performance index.

The results of measured PWM are in good agreement with simulation results. Consequently, the
investigation of the input/output MFs and their allocation over FS can be measured as applicable in
this study. Specifically, using the 9 input/output MFs for SISO FS, the desired control accuracy was
successfully attained within the range (≤± 1%), thus confirming the efficiency of the MF’s design.
Hence, the proposed SISO FS can be utilized as a tool of system design for fuzzy logic applications in
other sectors of the industry.

For future study, the consequent research recommendations are made based on the fundamental
limitations of the article, we plan to apply the proposed method to a multi-output fuzzy system,
and we too apply our proposed method to real-life applications related to concepts based on linear
diophantine fuzzy set and spherical diophantine fuzzy set.
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