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Abstract: With the rapid development of the Internet globally since the 21st
century, the amount of data information has increased exponentially. Data
helps improve people’s livelihood and working conditions, as well as learning
efficiency. Therefore, data extraction, analysis, and processing have become
a hot issue for people from all walks of life. Traditional recommendation
algorithm still has some problems, such as inaccuracy, less diversity, and low
performance. To solve these problems and improve the accuracy and variety
of the recommendation algorithms, the research combines the convolutional
neural networks (CNN) and the attention model to design a recommenda-
tion algorithm based on the neural network framework. Through the text
convolutional network, the input layer in CNN has transformed into two
channels: static ones and non-static ones. Meanwhile, the self-attention system
focuses on the system so that data can be better processed and the accuracy
of feature extraction becomes higher. The recommendation algorithm com-
bines CNN and attention system and divides the embedding layer into user
information feature embedding and data name feature extraction embedding.
It obtains data name features through a convolution kernel. Finally, the top
pooling layer obtains the length vector. The attention system layer obtains the
characteristics of the data type. Experimental results show that the proposed
recommendation algorithm that combines CNN and the attention system can
perform better in data extraction than the traditional CNN algorithm and
other recommendation algorithms that are popular at the present stage. The
proposed algorithm shows excellent accuracy and robustness.

Keywords: Data extraction; recommendation algorithm; CNN algorithm;
attention model

1 Introduction

With technological development in the 21st century, big data has infiltrated all walks of life and
data analysis technologies pave the way for the combination of intelligent machines, the Internet, and
big data [!]. As humans can only receive limited data, the efficient extraction and analysis of big data
have become more of a challenge [2]. In current research on data feature extraction, some scholars have
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proposed a fast artificial intelligence (Al) framework and the method of cycle strategy and automatic
diagnostic detection. As a result, the accuracy has increased by 97.4% [3]. Using stacking technology,
some scholars begin to build integrated classifiers to predict future changes in data. This technology
is based on multi-modal time series data [4]. Recommendation algorithms show unique advantages in
data screening. The role of the recommendation algorithm is to help people filter out their preferred
content from a large amount of data. It is a technology for efficient information processing [5]. The
recommendation algorithm obtains the user’s historical data, establishes his preference model, uses the
model and the database to analyze, and recommends the related content. It continuously optimizes and
adjusts the model based on the feedback from the users’ responses to the recommendations. Currently,
there are many applications of recommendation algorithms, including various hybrid models [6].
Convolutional neural networks are widely used in data extraction in multiple disciplines due to their
apparent advantages in data feature processing [7]. In the human visual system, if the attention
is high, the time for humans to process complex data information will decrease. Therefore, some
scholars propose an attention system. The computing resources of the network are more invested in
important data [8]. To solve the problems of the recommendation system at this stage, this research
innovatively proposes a reccommendation algorithm that integrates CNN and the attention system. The
text convolutional network improves the CNN algorithm, and the self-attention system in the attention
algorithm extracts user feature data. The data name features are obtained through the convolution
kernel. Through the designed data extraction model framework, a new data recommendation system
is developed. Based on the performance comparison experiments of the designed algorithms, this paper
has compared the algorithm performances such as recognition rate, accuracy rate, and diversity and
prediction preference of different algorithms in the data set. It verifies the algorithm with CNN and
attention is better and provides the reference idea for the future improvement of the recommendation
algorithm.

2 Related Work

CNN is an efficient machine learning algorithm that has developed a lot and attracted lots of
attention from academia. It has been applied to different fields by scholars. Chandra et al. have inte-
grated the generalizable information in the CNN algorithm with the multimodal system to get higher
stability and accuracy than traditional heartbeat detection. The method had higher performance and
accuracy in different clinical conditions [9]. Bhuiyan et al. used CNN algorithms to build a system for
performing mode analysis and crowd counting to conduct video analysis of the Hajj crowds in Mecca,
for higher safety of pilgrims during their stay. The research created a new dataset that significantly
reduced the average error and the mean square error. They conducted simulation tests and verified that
the analysis and counting capabilities of the new system were excellent [10]. Aiming at the forecasting
of the stock market, Zhou proposed to process the continuous time information of stocks based on
the images of the stock market. He divided the raw data without information into multiple categories
and used this as a CNN training set [1 1]. Chen et al. proposed a quaternary two-stream model based
on the CNN algorithm. By adding a mask branch that combined a fully convolutional network and
a conditional random field, they used the model to localize pixel-level stitching regions. The color
stitching images were also processed. The overall processing, combined with the attention model, made
the system more focused on the spliced areas to obtain the noisy input of the noise flow. Finally, the
experiments showed that the method was more excellent than other methods in terms of localization,
generalization, and robustness [12]. Xu et al. proposed an improved CNN to predict oil and gas flow
cross-section gas proportion in oil production. With three different sensor datasets, they compared the
sensor-based imaging cross-view feature fusion CVF algorithm and support vector machine (SVM)
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algorithm with the CNN algorithm. They also verified that the CNN algorithm had feasibility in
multiphase flow measurement techniques [13].

In recent years, data mining and recommendation algorithms have attracted the attention of
many scholars. Gabbay et al. proposed a new meta-learning method and applied it to dataset
recommendation. Based on the isolated forest algorithm, they added a new similarity measurement
model between datasets to improve the problem standard. The testing of public data sets shows
that the algorithm has a good predictive performance and can compute complex problems [14].
Li et al. found that among the recent diversity recommendation algorithms, reinforcement learning
methods were low efficient and had a significant variance, so they proposed a new critic reinforcement
learning method and increased the critic supervision loss to enhance the performance. The Movielens
data set proposed the effectiveness of the method [15]. Chen et al. proposed a hybrid personalized
recommendation algorithm, which used collaborative filtering and content-based recommendation,
and the Dirichlet allocation model to reduce the dimension of high-dimensional data. This can
reduce the inaccuracy caused by high data sparsity in collaborative filtering. Experimental results
have verified the effectiveness and accuracy of the recommendation algorithm in this study. Overall,
it is better than other recommendation algorithms [16]. Ali developed a recommended method of
field fertilizer nitrogen management based on the canopy reflection sensor of Green Seeker. They
established different normalized vegetation indices to measure the nitrogen absorption index and the
recommendation of fertilizer nitrogen content was appropriate. The results showed that the proposed
method was better than the general one [17]. Wang et al. found that most current recommendation
systems focused on optimizing user experience and limiting the provider’s perspective. Therefore,
they proposed a cascade hybrid multi-objective recommendation algorithm to balance the objectives
of different stakeholders. The research constructs a new provider visibility model through provider
coverage, user arrival coverage, and provider entropy. Experimental results showed that the proposed
algorithm could effectively upgrade unbalanced provider recommendations and reduce the complexity
of high-dimensional multi-target recommendations [18].

As one of the popular modules in the research of deep learning attention systems, the attention
system has excellent performances, such as intuition, breadth, and interpretability, and is suitable
for various disciplines. Tang et al. proposed an image hashing with a visual attention system and
invariant moment. Through weighted discrete wavelet transform, it can effectively extract the saliency
reflecting the focus image area of attention. It has perceptual robustness of the hash, and the study
validates the performance of the proposed hash with extensive experiments on open image datasets
[19]. According to Duan et al., there is an issue with machine translation in retrosynthesis, so they
applied the attention model and data-driven system to datasets with different responses. As a result,
the method was much better than others at this stage. Through a series of tests, it was able to select
and analyze chemically plausible predictions that do not match the facts [20]. Zhou et al. and other
scholars proposed a detection framework for defects at the bottom surface of glass bottles based
on visual attention and wavelet transform. The model consisted of three parts, the entropy rate
superpixel circle detection and localization method, and the integrated frequency tuning salient region
used in the central panel area. Detection method based on wavelet transformation and multi-scale
filtering used in annular texture area. The proposed framework was tested on four datasets of the
visual attention system. The study shows that the framework is more excellent than most traditional
methods [21]. Schaffert et al. proposed a learning weighting method to improve the system’s learning
capability. The attention model paid more attention to internal correspondences in motion estimation,
allowing minimal registration errors to train the model directly. The model exhibited a highly increased
robustness in the application of spine registration. Compared to previous methods, it had a higher
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accuracy of about 0.5 mm average projection distance [22]. Liu et al. innovatively combined a two-
way attention recognition model to achieve bidirectional reinforcement. The model consisted of
an attention agent for distinguishing partial region proposals for feature extraction, while directly
optimizing the attention agent based on feedback. The model shows great capability and is better
than other methods of the same stage in classification accuracy [23].

In summary, due to the unique advantages of the CNN algorithm and attention method, they have
been studied by scholars in different fields. This paper innovatively integrates CNN and the attention
system to propose a new recommendation algorithm for more efficient and accurate data extraction.

3 Implementation of Recommendation Algorithm Integrating CNN and Attention System in Data
Extraction
3.1 Application and Improvement of Recommendation Algorithm Based on CNN
Various fields adopt machine learning algorithms for data prediction and processing [24]. CNN
relies on the mathematical operation of convolution. It is dedicated to processing data with similar

grid structures and performs very well in image algorithms [25]. The basic CNN structure is shown in
Fig. 1.
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Figure 1: Basic CNN structure

As shown in Fig. 1, the basic CNN includes three layers, specifically the convolutional layer, the
pooling layer, and the fully connected layer. The convolutional layer and the pooling layer in CNN are
unique. The structure of the text CNN is like the traditional CNN, but the difference still exists. The
input layer of the text CNN has two channels, and their attributes are static and non-static, respectively.
The word vector represented by static will change with network training. The trained word vector trains
the model in the static state. Eq. (1) shows the expression of the continuous estimation function of the
convolution operation in the CNN algorithm.

s(t) = /x(a)w(t —a)da (1)

In Eqg. (1), fO and g() represent the convolution object; a represents the integral variable; and w
represents the convolution. Eq. (1) represents convolution and the simplified expression is shown in
Eq. (2).

s() = (x=w)(®) (2)

As shown in the Eq. (2), x represents the first parameter in the convolution, which is generally called
the input. w represents an effective probability dense function, and it is also the second parameter,
which is called the kernel function. High-dimensional data is generally the input first. The convolution
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kernel is the high-dimensional parameters produced by the algorithm. Eq. (3) shows the details.

sy = (K1) (i,)) D D 1 m,n) K (i—m,j—n) 3)

where m, n is the valid value range of the convolution, I input two-dimensional image. K is the kernel
function of the two-bit image. However, for the convenience of applying to machine learning, a variant
is usually used, as shown in Eq. (4). Its operation is very similar to the convolution operation, but the
change of m is small within the effective range of the sum. It means that the input index m increases
with input index 7, but the kernel index is reduced accordingly. It enables the interchangeability of
convolution.

sy = (K1) (i) DD Ti+m,j+n) K (m,j) )

Convolutional layer is the core of CNN. It is the key to performing the network convolution and
the critical part of feature extraction capability [26]. The convolution layer generally refers to the
2D convolution operation. If the dimension of the original image is set to D, x D,, and D, x D,
is the dimension of the convolution kernel, then the size of the output feature map after convolution is
D; X D; The calculation formula is shown in Eq. (5).

D; = (D; — D, + 2 X pad)/stride + 1 (5)

The input layer and the convolutional layer must be consistent, so it is necessary to choose the
appropriate step size to extract image features. The long expression of input and output after
convolution is shown in Eq. (6).

=w+1 (6)

As shown in Eq. (6), h; represents the height of the input image; f represents the width of the
convolution kernel; s represents the step size of the convolution; and p represents the number of
expanded outer layer 0 s. The wide expression of input and output after convolution is shown in Eq. (7).

Wy = LT (7)
S

hy

As shown in Eq. (7), w; represents the width of the input image; f represents the width of the
convolution kernel; s represents the step size of the convolution; and p represents the number
of expanded outer layer 0s. The convolutional layer adopts local connection with weight sharing
to decrease the number of network parameters and reduce the complexity of the network. Local
connection means that the convolution layer will perform local feature extraction based on its size
during movement. Weight sharing means the convolution kernel does not change its own parameter
values when extracting data features but extract features by the same weight. The schematic of the
convolution operation is shown in Fig. 2.

The pooling layer is also known as the downsampling layer. It is the place between the convolu-
tional layers and is essentially an abstract representation of local features [27]. There are two pooling
methods. Fig. 3 shows the pooling of the two methods.

The pooling layer filters out the main visual features and combines them with high-level visual
features. The expression of the process is shown in Eq. (8).

VY =down(y/™) (8)
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where, y'-! is the feature map output by the layer / — 1-th network; )’ is the /-th feature map after the
pooling of the layer n-th network; and down is the maximum sampling function.
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Figure 2: Schematic diagram of the convolution operation
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Figure 3: Pooling process

The fully connected layer improves the nonlinear mapping capability, connecting the neurons used
in previous layer of the network with the neurons of the current network. The neurons in the same layer
are not connected. Its expression is shown in Eq. (9).

! -1 ! !
o =f(Z)<- -W,-z-+b.,-) ©)
i=1
where, / represents the number of network layers; n represents the / — 1 number of neurons. x/'
represents the input of the neuron i of the / — 1 layer of network. w/, represents the connection weight
between the network neuron / in the / layer and the network neurons j in the / — 1 layer. 7 represents
the bias of neuron j in the / layer, and f () represents the activation function.

3.2 Attention Model System and Its Improvement in Recommendation Model Algorithm

The attention method originated from the research on human vision. It helps improve the speed
of information screening [28]. In computer vision, the attention method is used for the processing and
screening of visual information. The basic attention system is shown in Fig. 4.

As shown in Fig. 4, the attention model first regards the content in the original data as a
paired composition of Value and Key data. The query is selected as the calculation target of the
attention method. The similarity between all Key data and Query is calculated to determine the weight
coefficient of the corresponding Value. Finally, it uses the weight coefficient to add up and weigh all
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Value data and obtain the Attention data. The Query and key data in the attention system are used to
solve the factor of the weight coefficient of Value, which is shown in Eq. (10).

L
Attention(Query, Source) = Z,_):Similarity(Query, Key,) x Value; (10)
Keyl Key2 Key3 Key4
Attention
i i

Valuel Value2 Value3 Value4

Figure 4: The basic principle of the attention system

Eq. (10), Ly = ||Source|| represents the length of the original data and i represents the logarithm
of the data. The attention system is usually an additional neural network module in a deep neural
network, which controls the attention of the next module to different regions in two ways. The first is
to select the data input to the module and input the filtered key parts to the next module. The second
is to assign different weights to different regions input to the module. Therefore, attention method can
be further divided into input-based soft attention, input-based hard attention, location-based flexible
attention, and location-based hard attention [29]. The calculation flow of attention is shown in Fig. 5.
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Figure 5: The calculation process of attention

As shown in Fig. 5, the first step in attention calculation is to obtain the characteristic data of
Query and Key, calculate their similarity, and obtain the required weight coefficient by normalizing
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the similarity. The second step is based on the weight coefficient. A weighted sum is performed to
get the attention score. When calculating the similarity, the vector is often used to do the dot product
operation to obtain the similarity, or the multi-layer perceptron (MLP) network is used to complete
it. Eq. (11) shows the dot product formula and the MLP network formula.

Similarity (Query, Key;,) = Query - Key; (11)
Similarity (Query, Key;) = MLP(Query - Key;)

The obtained similarities are also different when using different similarity calculation methods.
For other similarities, two ways can complete the quantitative comparisons. One is normalization,
which adjusts the similarity data to the weight of all elements, and 1. Probability distribution. The
other is to use Softmax to emphasize the importance of elements’ weight, and its formula is shown in
Eq. (12).

Sim;

Sren
=1

¢; = Soft max (Sim;) = (12)
In Eq. (12), ¢; is the weight coefficient. The result is obtained by weighted sum calculation, with the
formula shown in Eq. (13).

Ly
Attention(Query, Source) = Z__lc, - Value, (13)

The formula above determines the attention value for Query. As a branch of the attention method,
the self-attention method is used for feature extraction with higher accuracy. The principle of the
attention method is similar to the attention method, both of which calculate the weighted score of the
input value. However, the self-attention system focuses on the processed data, and makes all relevant
data based on the second. It works better when used for data extraction. Therefore, this study adopts
the self-attention system to enhance the attention system.

3.3 Hybrid Recommendation Algorithm Based on Fusion of CNN and Attention System

The recommendation system uses known user information to recommend content from big
data. First, information is collected through the feature module of the users’ preference, then the
information is sent to the user preference feature extraction module, and these features are sent to
the recommendation module. The algorithm can analyze and learn to make better recommendations
[30]. The core of the content-based recommendation system is to recommend similar content based
on the user’s previous preference content. The primary step is to analyze the project. In other words,
the foremost step is to convert the data structure. Using the space vector model, select the text content
to be altered as D = {d,,d,,...,d,}, the words appearing in the text become T = {#,,¢,,...,t,}. The

mapping relationship is &, = {w;, w5, ..., w,;}, which means w,, is the weight w of the word m in the
article j in the selected article. Eq. (14) shows TF-IDF algorithm and the expression.
TF — IDF(t) = TF(t,, d)) x log (N /n)) (14)

In the Eq. (14), TF (¢, d,) indicates the frequency of occurrence of the word i in the selected article j,
IDF indicating that the more times a word appears, the less meaningful it is. &V, indicates the number
of texts containing word 7 in the total text, and its calculation is shown in Eq. (15)

|7
W, =[TF — IDF(1,,d)]/ | >_ TF — IDF(1,,d))’ (15)

S=1
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Then, a user’s model is established according to the historical data. Judgments are made based
on their historical behavior. Different weights are given according to the user’s preference, thereby
generating a recommendation list. Collaborative filtering is the widely used recommendation system.
The methods for calculating user similarity mainly include the cosine similarity formula, Pearson
similarity formula, and Euclidean distance formula. The cosine similarity calculation formula is shown
in Eq. (16)

Sim (1, ) = cos (i, 4,) = e (16)
o S ! [ ’

As shown in Eq. (16), after dividing the product of the respective modulo lengths of the vectors
by the inner product, the value is [—1, 1]. When the similarity between the two vectors is higher, the
angle between the vectors is smaller. The Pearson similarity formula is shown in Eq. (17).

Sim ( u u) _ _ ZveN(m’) (RW — R‘-,-) (R/lv — FJ»-)
is %j _pui»“j - — 5 — 5
\/ZveN([,/) (Ri,v - Ri,-) \/ZveN(u) (R/}v - R./l-)

As shown in Eq. (17), the similarity is judged by calculating the quotient of covariance and
standard deviation. When the calculation result is greater than 0, the variable is positively correlated;
when the calculation result is less than 0, the variable is negatively correlated. The Euclidean distance
formula is shown in Eq. (18).

D () =/ D (% - }j)z € [0, 0] (18)

The modulo length is calculated using the difference between two vectors in the Euclidean
distance formula to determine the similarity. When the modulo length is shortened, the similarity
of the two vectors increases. The text convolutional neural network improves the network accuracy
through multiple iterations of training. It uses convolution and pooling to operate on features, and
the self-attention method can distribute different weights to the features. In this way, the accuracy
of recommendations can be enhanced. Therefore, combining the two algorithms can further improve
the accuracy without increasing the operation time. The first layer of the recommendation algorithm
that integrates CNN and the attention system is the embedding layer. The embedding layer can be
divided into two parts: one is the embedding of user information features, and the feature of each
item is extracted by the recurrent neural network, which is fused into user features through the fully
connected layer. The other is the feature extraction of the data name, which convolves the features
embedded in the input layer through the set convolution kernel to obtain the feature of data name.
Finally, the max pooling layer is used to get long vectors, and the data type features are obtained
through the attention system layer. The process is shown in Fig. 6.

e[-1,1] 17)

As shown in Fig. 6, the recommendation algorithm first converts the user’s ID data, gender data,
age data and occupational data into numbers. This is done through a text convolutional network.
The dimensions are divided into (1, 32) and (1, 16). After the name and data type are converted into
numeric types, the sum of the feature matrix is converted to the dimension of (1, 32). The obtained
user features are sent to the fully connected layer, and the dimension is converted to (1, 128). The user
features are extracted. The data name and type features are introduced into the fully connected layer.
The dimension becomes (1, 64), the data name matrix is passed through the fully connected layer, and
the dimension is converted to (1, 64). Then, through the self-attention system layer, the coordination of
different features is calculated. The variance is then used to calculate the weight and output new data
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features. The obtained user features, data features and recommendation rating features are multiplied
by vectors, and the predicted user preferences are obtained by Softmax calculation. The accuracy of the
algorithm can be judged by obtaining the difference between the estimated preference and the actual
preference in the data set test. The hybrid recommendation model based on self-attention system and
text convolutional network is studied, as shown in Fig. 7.

(o) ()

Text convolutional neural networks

Y ¥ v ¥ v Y
User ID Gender Age Profession Data type Data name
features features features features characteristics feature

¥ 1] ¥ 1] ¥ 1]

Fully connected layer Fully connected layer
1]
Self-attention
3 mechanism
User ¥

characteristics

Data features

Vector
ultiplicatio
Softmax
alculatio
Predict user
preferences

Figure 6: Recommendation algorithm flowchart

This study uses the cross entropy loss function to enhance the sorting performance of the mixed
recommendation model when the recommendation model of CNN and the attention system for
parameter training are combined. The expression of the cross entropy loss function is shown in
Eq. (19).

L(x,p)=— ) xlog(y) (19)

In Eq. (19), x represents the real distribution of the click sequence, and y represents the probability
distribution of model output results. To solve the problems of over-fitting and long training time in
the traditional recommendation algorithm, Eq. (20) was used for optimization.

L N 8) = —_—
ayerNorm (8) a®m+ﬂ (20)

f(8) = 8 + Dropout(f (Layer Norm(§)))
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Figure 7: Hybrid recommendation model

In Eq. (15), u represents the variance of feature embedding; « represents the scaling factor; 8
represents the bias item; ¢ represents the floating point decimal; § represents the feature embedding of
the commodity; f (x) represents the self-attention layer or the feedforward neural network layer; and A
represents the average value of feature embedding. In the multi-layer self-attention network, the input
is normalized first. The output of this layer is then randomly deactivated and input § is incorporated
into the final output to prevent information omission.

4 Performance Comparison and Result Analysis of the Recommendation Algorithm Integrating CNN
and Attention System

This study has proposed the convolutional neural network-attention (CNN-A) algorithm, in
which recommendation system is combined with CNN and attention system. The performance of
the algorithm is compared by looking at the data recognition rate and the recommendation accuracy
rate. Moreover, the preference of Movielens-100 K data set and the Movielens-1 K data set are also
analyzed. Table 1 shows the comparison results of prediction and diversity as well as related parameters
of the CNN-A.

Other recommended algorithms are used to compare the performance of the proposed algorithm,
including collaborative filtering algorithm based on alternating least squares (ALS-CF), collaborative
filtering algorithm based on generative adversarial neural network (CFGAN), singular value decom-
position algorithm (SVD), and CNN. The recognition rate of each algorithm in the training iteration
of the data set is shown in Fig. &.
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Fig. 8 is a comparison of the iterative recognition accuracy. According to the figure, as the
iterations increase, the recognition rate of each algorithm also rises significantly. The CNN-A proposed
in this study has a higher recognition rate than the traditional CNN. By the time it reaches its 10th
iteration, the CNN-A algorithm’s recognition rate has reached to 93.3%, almost completely converged.
The CNN-A algorithm performs better than other widely used recommendation algorithms at this
stage. When the computer program is launched, the CNN-A algorithm takes about 21 s on average to
calculate one iteration, which is much less than the CNN algorithm, which takes 35s. It demonstrates
the effectiveness and superiority of the algorithm proposed in this study. Fig. 9 compares the accuracy
of different algorithms as the number of neighbors in the data set grows.

Table 1: CNN-A algorithm parameters

Parameter name Parameter value
Embedding layer length 16
The number of convolution kernels 8
Convolution kernel window height (2,3,4,9)
Pooling method Max-pooling
Batch-size 256
Num-epochs 12
Learning-rate 0.01
Drop rate 0.5
1
09 o —_— T =<
— }_, <
0.8 / Pk
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£ 06 //,'
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< / ' 7 — _CNN»A
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Figure 8: The recognition rate of each algorithm in the training iteration of the data set

CNN-A algorithm has always maintained the best accuracy (Fig. 9). The accuracy is the maximum
of 98.13%, there arel0 neighbors. It drops to the lowest of 89.32% when the number of neighbors
increases to 50. In comparison to the CNN algorithm, the accuracy of the CNN-A proposed in
this study on the Movielens-100 K data set has significantly improved with the constant rise in the
number of neighbors. CNN-A has a recommendation accuracy of 89.93% when there are 50 neighbors.
This accuracy is 1.92% higher than the CNN algorithm, 2.41% higher than the ALS-CF algorithm,
2.68% higher than the CFGAN algorithm, and 2.49% higher than the SVD algorithm. This proves
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that the algorithm combining CNN and attention system proposed in this study can optimize the
recommendation algorithm. Table 2 compares the diversity of the five algorithms on Movielens-100 K
and Movielens-1 M datasets.

[CJCNN-A [CNN [JALS-CF [CJCFGAN []SVD

098 -
0.96 -
0.94
092 -
0.90 |~
0.88 -
0.86 [~
0.84 -
0.82 -
0.80

Accuracy

10 20 30 40 50
Number of neighbors

Figure 9: Accuracy comparison of different algorithms

Table 2: Diversity of five algorithms on two datasets

Diversity CNN-A CNN ALS-CF CFGAN SVD

X 100K IM 100K IM 100K 1M 100K 1M 100K 1M
10 0.943 0925 0.857 0.841 0.855 0.821 0.841 0.833 0.797 0.812
20 0921 0914 0.823 0.827 0.831 0.793 0.811 0.801 0.724 0.771
30 0.893 0.863 0.758 0.772 0.734 0.742 0.745 0.745 0.712 0.723
40 0.871 0.825 0.718 0.739 0.674 0.701 0.694 0.712 0.692 0.677
50 0.832 0.792 0.709 0.643 0.639 0.673 0.624 0.612 0.624 0.631
60 0.812 0.772 0.664 0.614 0.623 0.642 0.531 0.532 0.598 0.592
70 0.784 0.731 0.632 0.542 0.602 0.538 0.501 0.497 0.521 0.521

In Table 2, the diversity score of CNN-A algorithm is better than that of other algorithms. The
highest diversity score of CNN-A algorithm is 0.934 and the lowest is 0.731. The highest diversity of
CF is 0.855, and the lowest is 0.538. The highest diversity of CFGAN is 0.841, and the lowest is 0.497.
The highest diversity of SVD is 0.797, and the lowest is 0.521. The data is shown in Fig. 10 as a line
graph.

Fig. 10 shows the diversity variation of different algorithms in different data sets as the data
grows. In the two data sets, the diversity score of CNN-A algorithm in this study is superior to the
other four types of algorithms. In the Movielens-100 K data set, the diversity of the five algorithms
decreases as the recommendation list in the data set increases. Among the five algorithms, CNN-A
shows the best diversity. When the number of lists is 10, the diversity score is 0.943, indicating that
the CNN-A algorithm performs the best in the Movielens-100 K data set. In the Movielens-1 M data
set, CNN-A is the most diverse, with a score of 0.925 when the number of lists is 10. Therefore, from
the perspective of diversity performance, whether in the Movielens-100 K data set or the Movielens-
1 M dataset, CNN-A outperforms several other algorithms. To further study the capability of the
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recommendation algorithm that integrates CNN and attention system in practical applications, the
predicted user preferences of the two datasets are compared with the actual user preferences. Fig. 11

shows the results.
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Fig. 11 shows the line analysis of the predicted preferences and the actual preferences of the CNN-
A algorithm in the data set. In the Movielens-100 K data set, as the number of people increases, the user
preferences are stabilized between 5 and 8. Meanwhile, the prediction results of CNN-A are between 5
and 8 points, and the overall preference prediction interval is consistent with the actual user preference
interval. When CNN-A predicts user preferences, there will be an error of fewer than 1 point. When
the number of users is 20, the predicted preference is closest to the actual preference, with a difference
of 0.13 points. When the number of users is 50, the difference is 0.97 points, which is the biggest.
Consequently, the CNN-A algorithm significantly outperforms other recommendation algorithms
employed at this stage for the Movielens-100 K dataset. The user preference in the Movielens-1 M
dataset stabilizes between 2 and 5 points, as the user base grows. At this time, the prediction result
of CNN-A is between 2 and 5 points. The overall preference prediction interval is similar to that of
actual users. Each time CNN-A predicts user preferences, there will be an error of fewer than 2 points.
When the number of users is 35, the predicted preference is the closest to the actual preference, with
a difference of 0.23 points. When the number of users is 15, the difference is 1.84 points, which is the
largest. As a result, the CNN-A algorithm performs significantly better in the Movielens-100 K data
when compared to other recommendation algorithms used at this stage.

5 Conclusion

As the era of big data and information arrives, traditional recommendation algorithms become
unable to meet people’s various requirements on data. This study has optimized the recommendation
algorithm based on the CNN algorithm and attention method and proposed a new framework for
the recommendation algorithm. The research of data extraction adopts the algorithm. By comparing
the performance of the algorithms, the CNN-A algorithm proposed in this study has reached 93.3%
recognition rate. The number of iterations comes the 10", almost converging ultimately, and the average
time of a single iteration is 21s. As the number of neighbors changes, the accuracy of the test is
between 98.13~89.32%. Compared with the other popular algorithms, it has a better accuracy and
diversity in data extraction. Although the recommendation algorithm developed in this study has
better performance and robustness, when user preferences change, the accuracy decreases. Moreover,
the performance of the recommendation algorithm model in the research has not been verified in
different kinds of product recommendation. Therefore, future studies should explore how to ensure the
accuracy of the recommendation algorithm when the system meets complex conditions with multiple
users and multiple commodities.
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