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Abstract: There are quintillions of data on deoxyribonucleic acid (DNA) and
protein in publicly accessible data banks, and that number is expanding at
an exponential rate. Many scientific fields, such as bioinformatics and drug
discovery, rely on such data; nevertheless, gathering and extracting data from
these resources is a tough undertaking. This data should go through several
processes, including mining, data processing, analysis, and classification.
This study proposes software that extracts data from big data repositories
automatically and with the particular ability to repeat data extraction phases
as many times as needed without human intervention. This software simu-
lates the extraction of data from web-based (point-and-click) resources or
graphical user interfaces that cannot be accessed using command-line tools.
The software was evaluated by creating a novel database of 34 parameters for
1360 physicochemical properties of antimicrobial peptides (AMP) sequences
(46240 hits) from various MARVIN software panels, which can be later
utilized to develop novel AMPs. Furthermore, for machine learning research,
the program was validated by extracting 10,000 protein tertiary structures
from the Protein Data Bank. As a result, data collection from the web will
become faster and less expensive, with no need for manual data extraction.
The software is critical as a first step to preparing large datasets for subsequent
stages of analysis, such as those using machine and deep-learning applications.
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1 Introduction

Big data are characterized by the large volume, velocity, and variability (3V’s) in representation
that limit the effective use of traditional database approaches and software for data storage, manage-
ment, and analysis [1–4]. Due to improvements in the acquisition of molecular biology and systems
biology technologies, the availability of omics data has grown exponentially, and bioinformatics big
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data have been exploding in volume and complexity [5]. Healthcare data from clinical exams and
medical records present a similar scenario. Such data, like any other form of big data, are categorized
as structured, semi-structured, and unstructured data. Unlike structured data, unstructured and semi-
structured data are not easily managed, stored, and analyzed. Therefore, extracting and managing
unstructured data, and to convert it into a structured format is a necessity for further data analyses.
With this increase in the volume of unstructured data, repetitive manual data extraction is tiring and
time consuming. Hence, an automated data extraction will produce structured data with fewer errors,
less time and cost [6], and the ability to assimilate different types of data into a common format [7].
Integration of different information into central storage is displayed in Fig. 1. This can be addressed
by computers to develop different analytical and automated tools to deal with the data and convert it
into a piece of useful and meaningful information.

Figure 1: Aligning different information in central storage

Big data extraction is an important process to automate data collection for further analytics.
Most data sources don’t allow for their data to be downloaded in one step; instead, browsing
and downloading the data record by record is required. One example is downloading protein 3D
structures and related information from the Protein Data Bank (PDB) [8]. Such information involves
downloading each protein structure independently, one at a time. Such access is insufficient for use
with the machine and deep learning methods. These methods require thousands to millions of protein
structures to be assembled and organized before the data can be used. One reason for big data
extraction is to acquire formatted high-quality data for machine learning to use as an input dataset
for analysis. Many tools have been constructed to extract data for machine learning purposes. These
include command-line-based methods, such as application programming interface (API) [9,10] and
web scraping methods, that extract information from websites [11–13]. Alternatively, some researchers
or companies hire people to extract data manually, which costs them time and money; therefore, a
method that extracts candidate information automatically is desperately needed.

Extraction operations need to be repeated hundreds, thousands, or even millions of times, and
some software includes built-in commands to retrieve such information. For instance, to extract
functional annotations for thousands of genes from Uniprot [14] or the Database for Annotation,
Visualization, and Integrated Discovery (DAVID) [15], the Universal Protein Resource (UniprotR)
package [16] and RDAVIDWebService [17], in R [18] packages are used. Similar extraction commands
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are available in other software tools such as Python, specifically BioPython [19], which has a set of
functions to manipulate biological data. Also Entrezpy [20] is a Python library that can interact with
the National Center of Biotechnology Information (NCBI). Eutils is another Python package that
simplifies searching, fetching, and analyzing records from NCBI using their E-utilities [21] interface.
However, none of these tools can extract structured data from multiple repositories without human
intervention.

Bioinformatics data resources can be acquired in one of three ways. The first way is obtaining it
directly from data repositories available at the NCBI, such as the Protein Database [22], GenBank [23],
and Biosample [24]. The second way is by performing operations using online tools, such as the Basic
Local Alignment Search Tool (BLAST) [25], Splign [26], sequence viewer [27], and UniProt [14]. The
third way is to use third-party software that performs some data manipulation, such as MARVIN [28],
which is used to extract structural properties and amino acid features of a protein sequence.

We propose a fourth solution by developing a big data bot that learns to capture data in
repositories and useful web-based tools to convert unstructured data into structured data for further
analysis. The big data bot avoids the three approaches above and replaces them with an autonomous
extraction process to achieve improved accuracy without requiring human participation. The big data
bot can extract data from bioinformatics applications, tools, or websites that require an operation to be
repeated multiple times without human intervention. A point-and-click automatic extraction tool was
developed that can be customized automatically to any bioinformatics tool, website, or data resource
developed using the Python language (PyAutoGUI package) [29]. In contrast to the released software
listed in the related work section below, new software is proposed to extract various types of data
from diverse data sources, such as websites and software programs. In addition, the new software can
execute all necessary transformations, integrations, cleaning, normalizing, and structuring of the data.

2 Related Works

International Data Corporation stated that unstructured data would make up 95% of all data
worldwide in 2020, with a compound annual growth rate of 65% [30]. Due to the quality and
usability concerns with large unstructured datasets, structured data are more relevant and valuable
than unstructured or semi-structured data [31]. It has been stated that all prospective big data solutions
are hampered by the unstructured nature of data, which have no schema, many formats, originates
from various sources, and lacks standards [32]. To handle the issue of big data format conversion and
extraction without human intervention, this article proposes the use of a big data bot. The big data
bot not only extracts different types of data from various data sources, such as webpages and software
applications, but also performs necessary transformations, integrations, cleaning, normalization, and
structuring. The benefits of extracting data from semi-structured or unstructured data and arranging
it into a useable and valuable resource are that it may be employed in a variety of disciplines, including
education [33], advertising [34], housing management [35], medicine [36], and research [37].

Several works in the literature have addressed the problem of data extraction from web pages either
by accessing the databases through webpages or by APIs [9–13]. Furthermore, big data extraction has
spread to many scientific fields, such as medicine, where the volume of medical data is exponentially
increasing. Analyzing this huge amount of medical data to extract meaningful knowledge or informa-
tion is useful in the medical field for decision support, prevention, diagnosis, and treatment. However,
processing vast amounts of multidimensional or raw data is a difficult and time-consuming operation
[30] but is absolutely necessary for the advancement of science in general. This challenge has led to
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new standards for using data so that data are Findable, Accessible, Interoperable, and Reusable (FAIR)
[38]. Thus, it is crucial to have new tools that allow for the implementation of these FAIR standards.

This has opened the opportunity for users to benefit from the available data in many interesting
ways and is suitable for a broad audience with or without knowledge of computing or programming.
However, in some cases, these data extraction tools and methods do not offer data transformation to
convert the data to a structured form. Based on this, efforts are needed to deal with this problem and
convert the unstructured form of data into more meaningful and structured information [10,31,39].
The development for automating the extraction of semi-structured web data is much needed. In this
article, we propose software (with special reference to bioinformatics) that converts unstructured
and semi-structured data into structured data, which is arranged automatically in rows and columns
without human intervention and can be used for many further analyses.

Big data tools can be categorized as tools for big data analytics platforms, database/data ware-
housing, business intelligence, data mining, file systems, programming languages, big data retrieval,
and data aggregation and transmission [40]. The proposed software may be classified as a tool for
data mining as well as big data retrieval and data aggregation. The novelty of this software lies not
only in the fact that it extracts various types of data from variety of sources, including websites
and software programs, but also in the fact that it handles all necessary transformation, integration,
cleaning, normalization, and structuring operations. Other tools were developed for different purposes
[41] such as extracting hashtags and emoticons from tweets and classifying them into different
sentiments, [42] clustering text documents in the cloud using the growing hierarchical self-organizing
maps algorithm, [43] using a heuristic algorithm for automatic navigation and information extraction
from a journal’s home page, [44] providing a platform for big data in medical domain analysis, and
[45] enhancing probabilistic consistency-based multiple sequence alignment (ProbCons) for multiple
sequence alignment in cloud computing.

3 Materials and Methods

Big data bot proposed in the study not only extracts different types of data from different data
sources but also carries out other required operations, such as transformation, integration, cleaning,
normalization, and structuring of the extracted data. To extract information and perform the required
operations, the data bot goes through two phases: a training phase, in which the data bot is trained on
the information extraction and manipulation process from the data resource, and the simulation phase,
in which the data bot simulates what it has learned as many times as necessary to do the extraction
operation.

The automated big data bot extraction software was used on different point-and-click data
resources without any human supervision. Data resources could be any online accessible webpage
(such as NCBI), a bioinformatics tool (such as MARVIN), or even software available on personal
computers, such as Microsoft Excel. The data bot provides an intelligent way of extracting information
while avoiding human error, which reduces time and cost and minimizes users’ efforts with very fast
operations. Fig. 2 below shows a flowchart of the software’s approach.

Specifically, the data bot software learns the working mechanisms from a web resource and
identifies the mouse actions and workflow to extract the desired information from the data resources.
For example, links, buttons, tabs, menus, workflows, and mouse actions are learned by first storing the
mouse actions (right and left, double clicks, and move) and then capturing the pixel (X, Y) coordinates
of those tabs and buttons on the computer monitor during mouse movement. This training step is
called learning, as shown in Fig. 2 above. In this step, the software determines how the extraction
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task is structured to download the desired data from the data resources; it learns a list of sequentially
arranged instruction statements; and then the software begins extracting all needed data by executing
the same instruction statements as many times as needed. A function called ‘CordFunc’ written with
the Python “pyautogui” package identifies the monitor’s pixel (X, Y) coordinates of tabs and buttons.
These X and Y coordinates are automatically captured when the user trains the bot and moves the
mouse along the required work path. The X and Y coordinates are utilized as inputs to the software
to extract the required data.

Figure 2: Flow chart describing the approach for automatically extracting data from data resources

3.1 How the Big Data Bot Works

The big data bot is fully automated and can be trained and simulated with zero lines of code. The
training step should be done after identifying the data extraction flow steps and procedure, that is, after
the user runs the code that is provided in supplementary materials. There are two steps to running the
software. First, the bot asks the user to insert letters from the keyboard that represent the mouse actions
(clicks) that must be used to extract the data from the PDB website or any other data source. Each letter
represents a mouse action (m: move, l: left click, r: right click d: double click). Second, the user teaches
the bot where the locations or points (monitor pixel positions) are that should be visited to execute
these mouse actions in an orderly way by pointing to these locations on the data source website or
software. On each spot, the user should point and wait for a short period of time. As another example,
the bot should be given two seconds to capture the positions required for mouse actions or clicks. If
no wait time is set for each position, the bot will not record or capture pixel positions. For example, to
download an image located at the center of a data website, the user first needs to insert all the mouse
actions that should be used from the keyboard, namely, “m-r-m-l-m-l” letters. Second, the user needs
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to show to the bot the image downloading simulation process by pointing to and stopping at each
position where the mouse should click.

To explain these mouse actions, the first “m” means to move the mouse from any location on the
website page to the image location at the center in our example; the first “r” means to right click; the
second “m” means to move the mouse to the appeared “save as” button; the first “l” means to left
click on the “save as” button; the third “m” means to move the mouse cursor to the appeared “save”
button on the new window; and the last “l” means to click the shown save button. Subsequently, with
these points and clicks, the bot will save the image from the data website into computer storage. The
simulation and mouse actions are, of course, tailored to the user’s requirements.

As for a real application where a user needs to download 10,000 3D protein structure images
automatically from the PDB for a machine learning project, the user must train the bot once on how
to download an image. Then, the bot will take over and download the 10,000 images without the user’s
attention or intervention. It is important to note that the entire process requires zero code input and
can be customized automatically for a user’s needs and the data source workflow. In Fig. 3, the flow
chart of the data bot simulation process is shown. For brevity, before beginning the training process,
the user has to be completely familiar with the operations that the bot will execute to extract a certain
type of data and must be familiar with all third-party point-and-click operations on a web resource.
The training procedure of the bot begins by reading any mouse actions that will be required during the
simulation from the keyboard, followed by reading mouse positions by pointing the mouse to locations
where these actions shall be executed. The next step is to read the input file name from the keyboard
if the simulation requires it. For example, reading a file name will be necessary if it contains all of the
protein or gene accession numbers needed to download the protein 3D structures or genes in FASTA
format, respectively. The final step is to extract the required data and then manipulate and organize
it for machine learning tasks. In the MARVIN case, the bot was requested to exclude some protein
sequences with unknown letters such as X, N, and Y from the list of protein sequences. Following
data extraction. Several manipulations were carried out following data extraction, such as scaling the
Minimum Inhibitory Concentration of Antibiotics (MIC), normalizing some features, and properly
organizing the data.

It is crucial to highlight the bot’s ability to deal with a variety of website layouts, data formats,
and software. Since the training process teaches the bot where to go and what to do, it is not affected
by the structure of the website or the format of the data in any way. In the worst-case scenario, if the
extracted data were moved and were either not in the expected place or simply no longer there, the bot
would just ignore it and move on to the next data source.

3.2 The Data Bot Validation

The bot was validated by solving two real world application problems that are considered
nontrivial tasks or where it is almost impossible to manually collect the application’s required data
input from different resources. The first case is considered important for pharmacists in their drug
design, and the second case is considered important for a bioinformatician to predict tertiary protein
structure using machine learning algorithms.

3.2.1 Case 1: Drug Design-Antimicrobial Peptides Dataset Extraction

Data mining and machine learning techniques can be applied to drug design, where they can
reveal underlying trends in the chemical and pharmacological properties critical for drug discovery
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and development. Many chemoinformatic and drug design applications benefit from the visualization
of chemical data and a good representation of the chemical space.

Figure 3: Flow chart describing the automatic simulation process of the data bot

The growing number of drug-resistant isolates of pathogens stresses the need for the development
of new antimicrobial agents with new mechanisms of action. Antimicrobial peptides (AMP) are a
viable source of antibiotics with broad-spectrum efficacy against bacteria and a low likelihood of
resistance development [46]. Furthermore, machine learning has been suggested as a breakthrough
tool for designing and predicting antimicrobial peptides [47,48].

Different prediction procedures were used, including finding sequence homology with known
AMP [48]; however, the activity of AMP is governed by several chemical characteristics along with
the sequence and the 3D structure [49]. The prediction of AMP should consider all relevant variables
for accuracy. Such a task is difficult to achieve, as the requested data are not found in one database,
and multiple software tools are required to extract relevant data. Moreover, designing or predicting
specialized AMP (such as antifungal or anti-gram-negative bacteria AMP) is even harder due to
the lack of such databases. A table containing peptides sequencing along with the activity against
gram-negative bacteria (minimum inhibitory concentration in mg/mol) was provided by Dr. Yazan
Akkam/fac. of Pharmacy-YU/JO. The total number of peptides was 1360 sequences (Supplementary
Table S1). These data are raw and need to be dissected into different factors for the machine to learn
about the activity.

The task is to determine 34 parameters for each sequence using the software package MARVIN.
Therefore, each peptide must be drawn, and then its physicochemical parameters must be calculated
(46240 hits). MARVIN [28] is a possible software for calculating the characteristics of each peptide,
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although such a calculation for thousands of peptides is very time consuming and appears to be
difficult to perform manually.

The thirty-four chemical characteristics were assigned as follows: atom count, asymmetric atom
count, rotatable bond count, ring count, aromatic ring count, hetero ring count, the van der Waals
volume, minimal projection surface area, maximal projection surface area, minimal projection radius,
maximal projection radius, van der Waals surface area, solvent accessible surface area, polar surface
area, polarizability, H-bond donor count, H-bond acceptor count, partition coefficient (logP), logD,
hydrophilic–lipophilic balance (HLB), intrinsic solubility, refractivity, length, normalized hydropho-
bicity, net charge, isoelectric point, penetration depth, title angle, disordered conformation propensity,
linear moment, Propensity to in vitro aggregation, angle subtended by the hydrophobic residues,
amphiphilicity index, and propensity to polyproline-II (PPII) coil. These parameters can only be
calculated individually.

The MARVIN software is mainly used to extract a structure’s properties and features of amino
acid sequence, such as atom count, asymmetric atom count, rotatable bond count, ring count, the
van der Waals volume, minimal projection surface area, polarizability, and H-bond donor count. For
instance, to extract just the ring count using our software automatically without human intervention,
there is a sequence of point and click operations to be executed as marked by letters A to E in Fig. 4.

Figure 4: MARVIN software page showing five steps, A to E, to perform topology analysis

In the first step, the software opens the tab named calculation with the coordinates of [301, 32]; in
the second step, it opens the geometry list with the coordinates [408, 319]; in the third step, it chooses
topology analysis from the geometry list with the coordinates [561, 319]; in the fourth step, it clicks
the ‘OK’ button at the coordinates [844, 643]; finally, it copies the ring count (number 4) from the
coordinates [1017, 383]. Then, it stores the ring count in a place like an Excel sheet. The coordinates
should be obtained using the Python built-in function ‘pyautogui.position()’ from the PyAutoGUI
library before the software executes the above steps.
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As shown in Fig. 4, there is a list of instructions to be followed and executed throughout different
windows to reach the required data with an example in Table 1. These instructions are coded inside
the extraction function. The software learns the order of these instructions as shown in Table 1, such
as the start and breakpoints for each instruction, the terms and conditions for moving to the next
instruction, and the action that must be carried out when reaching each instruction. The tool learns
these instructions and their workflow to simulate human actions and extract the required data. Table 1
shows an example of performing topology analysis on MARVIN software as is shown in Fig. 4. All
these steps were translated to commands which were then implemented in Python (Supplementary
code S1).

Table 1: The sequence of instructions executions from A to E that is shown in Fig. 4, the code column
is Python built-in functions

Action Code Comments

Click on the
“Calculations” Button.

pyautogui.moveTo(calc_button,
duration = A)

Duration = A: a timespan
stored in A to allow the
mouse moves to
Calculations button. For
example, 1 s.

(Choice A in Fig. 4) pyautogui.click() Calc_button: integer vector
stores the pixel
coordination
(X,Y) = (301,32) of
Calculations button

Click on the “Geometry”
Button.

pyautogui.moveTo
(geometry_button, duration = A)

(Choice B in Fig. 4) pyautogui.click()
Click on the “Topology
Analysis” Button.

pyautogui.moveTo(topolgy_analysis_
button, duration = A)

(Choice C in Fig. 4) pyautogui.click()
Loop while True: if (pyauto-

gui.getActiveWindowTitle()
==“Topology Analysis Options”):
break;

Wait until the screen
activity changed

Click on the “OK” Button. pyautogui.moveTo(ok_button,
duration = A)

(Choice D in Fig. 4) pyautogui.click()
Loop while True:

if(pyautogui.getActiveWindow
Title()== “Topology Analysis”):
break;

Double click on the ring
account value

pyautogui.moveTo(atom_count,
duration = A)

(Choice E in Fig. 4) pyautogui.doubleClick()

(Continued)
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Table 1: Continued
Action Code Comments

Copy it to the clipboard. pyautogui.hotkey(‘ctrl’, ‘c’)
(Choice E in Fig. 4) ‘atom count’: clipboard.paste()
Click on the “Close”
Button.

pyautogui.moveTo
(TAW_close_button, duration = A)

Close the Topology
Analysis Window (3)

pyautogui.click() TAW_close_button:
integer vector stores the
pixel coordination of X
button of Topology
Analysis Window

Click on the “Close”
Button.

pyautogui.moveTo
(TAOW_close_button,
duration = A)

Close the Topology
Analysis Option
Window(2)

pyautogui.click()

For each data extraction step, there is a list of instructions to be executed as shown in Table 1, and
there are three main windows produced during extraction steps as shown in Fig. 4: the root “MARVIN
Sketch” window, the “Topology Analysis Options” window, and the “Topology Analysis Options”
window. All executive instructions and windows produced can be represented in the following sequence
diagram in Fig. 5. The sequence diagram sequentially explains the workflow and illustrates the life
cycle for each executive instruction and each window.

Figure 5: The sequence diagram for MARVIN software. The horizontal axis shows the window
sequences, and the vertical axis shows the lifetime of each window
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Different software and websites need different periods of time to respond, and since this time
is not predictable and depends on many factors, such as the internet speed and server speed, this
problem was resolved using the Python built-in function “pyautogui.getActiveWindowTitle()” from
the PyAutoGUI library to prevent the execution of the next instruction until the data are available for
the extraction.

In retrieving raw extracted data, most of the time is spent in preprocessing tasks, such as cleaning,
mapping, aligning, and transforming the data. The software does this step to make the data eligible for
further analysis using such tools as machine learning and data mining in scikits.learn (sklearn) [50].
For instance, the data transformation step is applied when there are data integration issues during the
extraction step, like when resolving data naming conventions with different spellings, different data
formats, such as text, currency, date, or numbers, and also using different units of measurement for
numerical data. Depending on these factors, it is impractical to use the extracted data directly, and a
set of functions and operations must be performed to meet end-user requirements. Operations such
as standardizing data, combining similar data, removing blank fields, text conversion, encoding, and
validation data are implemented. These operations may be executed directly on the extracted data by
the bot or via a separate piece of code or program.

Finally, the bot software stores data into a targeted dataset. This could be a comma-separated
values (CSV) file that contains thousands of records acquired by extraction and transformation. In
the previous example, thousands of data points were extracted and preprocessed from the data source
MARVIN for peptide sequences and stored in an Excel file to be used in machine learning drug
design problems. The data bot retrieved all 34 parameters for 1360 sequences (46240 hits) from various
MARVIN panels. Calculating these physicochemical properties manually is time consuming and prone
to human mistakes due to many hits (Supplementary Table S2).

3.2.2 Case 2: Protein 3D Structure Prediction Dataset Extraction

The task is to utilize the data bot to acquire a collection of 10,000 3D protein structure images from
the PubMed database, using 10,000 protein accession codes (Supplementary Table S3; Supplementary
code S2). Subsequently, the data will later be applied in machine learning research to predict the
function of the 3D structure from the collected dataset. The results of the collected images are given
in (Supplementary Table S4).

The bot training workflow used to download the 3D protein structure images is shown in Figs. 6A
and 6B. At first, the bot was trained to download one protein image, and then it extracted the whole
dataset of images without human supervision.

The set of mouse actions inserted from the keyboard was “m”(move from 1 to 2), “l”(click at 2),
“m” (move to 3), “l”(click at 3), “m”(move to 4), “r”(right click at 4), “m”(move to 5), “l”(click at 5),
“m”(move to 6 , this move is not shown but appears in a separate saving window not included), and
“l”(click at 6). After the user inserts all 10 mouse actions from the keyboard, the next step is to point
to all numbers shown in Figs. 6A and 6B to capture pixel coordinates where the mouse actions will be
executed later. At position 2, the protein accession number that was filled by the bot after the first “l”
click was executed from a file previously read into the bot (Supplementary Table S3), as illustrated in
Fig. 3.
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Figure 6: (A) The bot training workflow to download a protein structure image from the PDB from
step 1 to step 3. (B) The bot training workflow to download a protein structure image from the PDB
from steps 4 and 5

4 Results and Discussion

There is a larger amount and wider variety of data produced by machines and humans than
ever before, making the identification of useful information from them more challenging than ever
[32,51,52]. Massive volumes of structured and unstructured big data are being produced in the recent
era of big data, including audio, video, images, text, and animation [53–55]. Effectively managing
and extracting these big structured and unstructured data is a time-consuming job. These data can
be analyzed using information extraction systems, for which several tools and techniques have been



CMC, 2023, vol.75, no.2 4167

presented that can be used to extract useful information from structured and unstructured data
using parallel algorithms with general-purpose graphics processing unit (GPGPUs) [56,57]. However,
numerous studies on information extraction are limited to text, image, audio, or video data types
[58–62]. Hence, there is an urgent need for software to tackle the problem of big data extraction,
preprocessing, storage, and efficient collection of data with limited human effort from different data
resources, including data stored in personal computers (PCs) and websites.

Broadly applicable web data extraction software was developed to extract data from website
sources [63,64]. Among the applications of this technology are the analysis of text-based documents,
business and competitive intelligence [65], crawling of social web platforms [66,67], and bioinformatics
[68]. One significant barrier limiting scientists from adopting machine learning and data mining
applications is the lack of data extraction and transformation tools. Another barrier is the difficulty
in processing large amounts of data from many websites and integrating them into the needed format.
To resolve the issue of capturing huge, scattered, and unformatted structured and unstructured data,
automated software was developed [64,67,69–71]. However, to extract the relevant information from
the internet or local data resources, it is necessary to understand the user’s requirements and the
semantics of the data. The extraction process is a community process that relies heavily on consumer
demands [32]. The big data bot developed and discussed in the method section resolves the problem of
many applications that currently require intervention and time from humans. The software code can
be found in supplementary materials or at https://sourceforge.net/projects/big-data-bot/files/.

According to the World Health Organization (WHO) report [72], gram-negative bacteria have the
highest number of antibiotic-resistant isolates, which puts human life at risk. AMPs are a promising
solution for treating drug-resistant microorganisms, but they confront numerous challenges, including
the need for better knowledge of the link between activity and physicochemical properties [73]. The
bot was utilized in one step for development of a new AMP via the creation of a unique database that
combines activity and physiochemical properties.

In case 1, the bot’s performance was assessed by when it constructed a unique database by auto-
matically calculating the 34 parameters for 1360 AMP peptides (a total of 43520 hits). Table 2 shows
an example of a peptide (ENREVPPGFTALIKTLRKCKII) along with its calculated parameters.
Later, this unique database can be utilized to design novel AMP using machine learning.

Table 2: Shows a single peptide example with computed requested parameters

Characteristic Value Characteristic Value

Atom count 373 Partition coefficient (logP) −8.40
Asymmetric atom count 26 LogD −18.86
Rotatable bond count 85 HLB 150.78
Ring count 3 Intrinsic solubility 17.13
Aromatic ring count 1 Refractivity 664.26
Hetero ring count 2 Length 22
The van der waals volume 2372 Normalized hydrophobicity 0.17
Minimal projection surface area 294.06 Net charge 3
Maximal projection surface area 494.55 Isoelectic point 10.43
Minimal projection radius 12.18 Penetration depth 18

(Continued)

https://sourceforge.net/projects/big-data-bot/files/
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Table 2: Continued
Characteristic Value Characteristic Value

Maximal projection radius 20.01 Title angle 121
Van der waals surface area 3868.6 Disordered conformation propensity 0.05
Solvent accessible surface area 3235.7 Linear moment 0.21
Polar surface area 1016.85 Propensity to in vitro aggregation 67.42
H-bond donor count 253.04 Angle subtended by the hydrophobic residues 80
Polarizability 36 Amphiphilicity index 0.84
H-bond acceptor count 40 Propensity to PPII coil 1.04

This data will be used to create new AMPs in the future. The bot’s speed depends on three factors,
the internet speed, the local PC where the bot resides, and the data source server (MARVIN or NCBI).
In this example, a fiber internet connection was used, coupled to a local PC with Intel(R) Core (TM)
i7-7700 CPU @ 3.60 GHz/32 RAM. The time spent extracting the AMP dataset was about 72 h.

Another significant accomplishment of this study is that the whole database of AMP (G-
ve) parameters is unique, being the first to be produced and published. This knowledge could be
utilized to create novel AMPs and to obtain a better understanding of AMP activity and its link
to physicochemical characteristics. Subsequently, design and discovery of new AMP against Gram-
negative bacteria will be possible. In the example, the structured data resource for AMP was assembled
for the first time. This kind of resource provides a tool to enact FAIR standards for scientific data
management and stewardship [38].

In case 2, the bot was used to extract 10,000 protein tertiary structures using protein accession
numbers retrieved from a file. Given the same three criteria listed above, the bot took about 48 h
to accomplish the assignment. This 3D structure dataset might be required by a wide spectrum of
researchers, including bioinformaticians, pharmacists, data miners, and others. One sample is shown
in Fig. 7.

Figure 7: An example for a 3D protein structure extracted and saved by the bot from the PDB to be
used in machine learning applications
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The bot is not limited to drug design and can be applied to clinical data [74], transcriptome data
[75], and methylation data. A data bot is designed to traverse the interfaces automatically on the World
Wide Web to carry out this assembly. The result is a structured dataset ready for analysis.

Such an automated assembly of structured dataset makes the creation of this resource reproducible
and sidesteps the challenge of manually assembling such a resource, which can be both quite time-
consuming and error prone. Moreover, it provides a clear path for continually updating the new
resource as the contributing data sources are updated. Finally, it provides a way to include data
cleaning steps to assemble the structured dataset.

5 Conclusion

The need to extract, preprocess, and transform structured and unstructured big data and combine
data from different resources for machine learning and data mining application into structured data
is a challenging problem. Many data extraction tools have been applied to resolve this problem, and
we have successfully built a big data automated bot to help companies, researchers, and data miners
in their challenges to extract a novel antimicrobial peptide database for an Escherichia coli (E. coli)
dataset. We have successfully applied this bot to extract and transform thousands of protein sequence
properties from MARVIN and to extract and store thousands of protein tertiary structures from the
PDB. The bot is fully automated and requires no code input, which means it runs according to its
instructions without a human user needing to manually start them up every time. The data bot imitates
or replaces a human user’s behavior and does repetitive tasks much more efficiently and accurately than
human users do. Currently, the bot operates on one website at a time or multiple websites sequentially,
but not simultaneously. If a user wants to download data from multiple websites, he or she must do so
sequentially. Nonetheless, it would be prudent to create a second version of this bot that can operate
on multiple systems simultaneously and retrieve data as needed.
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