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#### Abstract

In the traditional fringe projection profilometry system, the projector and the camera light center are both spatially virtual points. The spatial position relationships specified in the model are not easy to obtain, leading to inaccurate system parameters and affecting measurement accuracy. This paper proposes a method for solving the system parameters of the fringe projection profilometry system, and the spatial position of the camera and projector can be adjusted in accordance with the obtained calibration parameters. The steps are as follows: First, in accordance with the conversion relationship of the coordinate system in the calibration process, the calculation formula of the vertical distance from the camera light center to the reference plane and the calculation formula of the distance between the projector and the camera light center are given respectively. Secondly, according to the projector calibration principle, the position of the projector light axis perpendicular to the reference plane is gained by comparing the parallel relationship between the reference plane coordinate system and the projector coordinate system's Z-axis. Then, in order to fulfill the position restriction that the line between the projector light center and the camera light center must be parallel to the reference plane, the camera's spatial location is adjusted so that the vertical distance between it and the reference plane tends to that between the projector light center and the reference plane. And finally, the three-dimensional (3D) reconstruction of the target object can be finished using the phase height model's system parameters once the aforementioned position limitations are put into practice. Experimental results demonstrate that the method improves the measurement accuracy, and verifies that it is effective and available in 3D shape measurement.
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## 1 Introduction

Phase measuring profilometry (PMP) [1] is a famous active optical measurement method, which plays an important role in measuring 3D surface shape and object deformation due to its characteristics of high precision, non-destructive, full-field and non-contact. With the emergence of low-cost

This work is licensed under a Creative Commons Attribution 4.0 International License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
experimental components, PMP has been widely applied in biomedical industry, industrial inspection, machine vision, profile modeling, reverse engineering, etc. [2-6].

A projector and a camera make up the traditional phase measuring profilometry system. The process is that the projector projects a group of grating with certain phase and periodic changes to the tested object. The camera captures the image of the modulated deformation grating fringes, and the phase information of the grating fringes can be obtained through image processing. Then the pixel coordinates of each point on the surface of the object are obtained by decoding. The surface contour or warping of the object can be recreated from the photos using phase-height mapping. Although PMP measurement system has been widely used, there are some uncertainties in practical application and measurement, which may lead to errors in shape construction. The main problem is the difficulty in determining the precise location relationship between the projector and the camera when building a traditional PMP system.

In order to overcome this problem, numerous researchers have made efforts in recent years. Some early the literature [7,8] guaranteed the strict position constraints of the traditional PMP system and are committed to solving the accurate system parameters. Zhou et al. [9] proposed a direct phase height mapping algorithm that obtains a linear mapping of the phase plane height and phase difference through multiple measurements of the phase of various target planes, and the light axis of the projector does not have to be orthogonal to the reference plane. Tavares et al. [10] proposed a single-plane linear calibration method to explain the correlation between height and phase. But the practical operation is not limited to the proposed linear relationship. However, some researchers believe that the position constraints of the traditional PMP system are not easily met and have improved the position structure of the camera and projector in the traditional PMP system, such as adding the deflection angle into the traditional phase height model, which has relaxed the vertical and parallel conditions. Mao et al. [11] presented a improve optical structure that only requires the optical element to be moved in order for the two light axes to intersect in the reference plane, which improved the operability of the experiment. Xiao et al. [12] proposed an improved method whereby the positional constraints of the projector and camera are relaxed and only the two light axes are required to meet at the one point of the plane, which improves the operability and simplicity of the experiment. However, coordinate transformation must be taken into account. Bian et al. [13] also realized the limitations of the traditional model and suggested a new model. The maneuverability of the experiment is enhanced by the addition of rotation angles when the two pupil heights of the projection and imaging system are not equal and the corresponding axes are not collinear. With continuous investigation, many scholars have diligently to change the measurement system's structure and have subsequently created the relevant phase-height mapping method [14]. Du et al. [15] proposed a phase-to-height model using 12 coefficients. However, the model complexity of this method is relatively high, it is not widely used. Zhang et al. [16] discussed the internal relationship between two height models in PMP method, i.e., geometric transformation and matrix transformation, and deduced the phase height model with nine coefficients by using structural constants, which further simplifies the model parameters. Ma et al. [17] suggested a new phase-height model that relaxed the rigid position restrictions for the projector and the camera and simplified the experiment. Kang et al. [18] proposed a phase height model using nine coefficients. But each object requires at least two measurements of different heights to uniquely determine the coefficient, which increasing the complexity of the calculation.

However, the introduction of these parameters increases the complexity of the model. Due to the simplicity of the traditional model calculation, the model still has a certain practical significance. This paper proposes a method for solving the system parameters of the fringe projection profilometry (FPP) system. This method manually adjusts the projector's and camera's spatial positions in accordance
with the calibration parameters, making the calculated system parameters conform to the positional constraints of the model. This solves the issue of low measurement accuracy caused by inaccurate system parameters in the past and ensures the accuracy of the model.

The structure of the essay is as follows. Section 2 describes the four-step phase shift method's basic idea. Section 3 introduces the equation derivation of the traditional phase height model. In Section 4, the method for determining the distance between the optical center of the camera and the projector's light center as well as the distance between the optical center of the camera and the reference plane is presented. Section 5 provides an experimental comparison of the method with conventional measurement methods. Finally, the conclusions of this paper are presented in Section 6.

## 2 Phase Shift Method

The technique is to project a set of fringe images onto the object, and use the CCD camera to capture the modulated grating fringe images. The grating light intensity distribution function obtained after the modulation of the CCD camera is as follows, of which the projected stripe pattern satisfies the standard sinusoidal distribution.
$I(x, y)=G(x, y)\left\{A(x, y)+B(x, y) \times \cos \left[\phi(x, y)+\frac{n \pi}{2}\right]\right\}$
In which $G(x, y)$ stands for the light intensity ratio coefficient on the surface of the measured object, $\mathrm{B}(\mathrm{x}, \mathrm{y})$ stands for the modulation amplitude, $\mathrm{A}(\mathrm{x}, \mathrm{y})$ stands for the background light intensity of the object, $[\phi(x, y)+(n \pi / 2)]$ is the phase value, $(n \pi / 2)$ stands for the phase shift of the image, and $\phi(\mathrm{x}, \mathrm{y})$ stands for the calculated phase main field.

Since accurate relative phase values can be obtained by using few experimental images, the fourstep phase-shift approach is applied in this paper [19].
$I_{1}=A(x, y)+B(x, y) \times \cos [\phi(x, y)]$
$I_{2}=A(x, y)+B(x, y) \times \cos \left[\phi(x, y)+\frac{\pi}{2}\right]$
$I_{3}=A(x, y)+B(x, y) \times \cos [\phi(x, y)+\pi]$
$I_{4}=A(x, y)+B(x, y) \times \cos \left[\phi(x, y)+\frac{3 \pi}{2}\right]$
The phase main value equation can be obtained by using Eq. (2).
$\phi(x, y)=\arctan \left[\frac{I_{4}(x, y)-I_{2}(x, y)}{I_{1}(x, y)-I_{3}(x, y)}\right]$
Since the arctangent function is used in Eq. (3), the phase principal value obtained from the four-step phase-shift method is wrapped in the interval of $(-\pi, \pi)$, and the relative phase value of the folded grating needs to be expanded from $(-\pi, \pi)$ to the continuous absolute phase value of $(-\infty,+\infty)[20-22]$. The phase shift height algorithm need to be constructed in order to determine the object's height.

Fig. 1 shows the Phase-unwrapping. First, it shows the pictures of the phase shift grating acquired at three different frequencies (140/134/129). Secondly, the phase wrapping operation is carried out using the phase shift approach, and the phase-unwrapping operation is carried out using the heterodyne principle, finally the 3D measurement is completed in the 3D software according to the 3D data of the measured object.


Figure 1: Phase-unwrapping diagram

## 3 Phase-to-Height Mapping Algorithm

A camera plus a projector make up an FPP system. The principle of the FPP system is triangulation measurement model.

Fig. 2 shows the geometric mathematical model of grating projection system, $\mathrm{O}-\mathrm{XYZ}$ is the world coordinate system, OXY plane is the reference plane to establish the right hand coordinate system, the Z axis is the optical axis of the projector, origin O is the projection of the projection center $\mathrm{O}_{\mathrm{P}}$ on the reference plane. The point $O_{C}$ is the light centers of the CCD camera, and $O_{P}$ is the light centers of the projector. M is a random point on the tested object, D stands for the distance of $\mathrm{O}_{\mathrm{C}} \mathrm{O}_{\mathrm{P}}, \mathrm{h}$ stands for the length of the line MN , and L stands for the distance of $\mathrm{OO}_{\mathrm{P}}$.


Figure 2: Traditional PMP system

In $\triangle \mathrm{BNM}$ and $\triangle \mathrm{BOO}_{\mathrm{P}}$,
$\frac{B N}{M N}=\frac{B O}{L}$
In $\triangle \mathrm{ANM}$ and $\triangle \mathrm{AO}_{\mathrm{C}} \mathrm{O}_{\mathrm{C}}^{\prime}$,
$\frac{A C}{M N}=\frac{A O_{C}^{\prime}}{L}$
Hence, MN can be calculated by using Eqs. (4) and (5).
$M N=\frac{L \times B A}{D+B A}$
$O B=\frac{\theta_{B}}{2 \pi} \lambda 0$
$O A=\frac{\theta_{A}}{2 \pi} \lambda 0$
$B A=O A-O B=(\theta A-\theta B) \frac{\lambda 0}{2 \pi}$
Hence, h can be calculated by using Eqs. (6) and (9).
$h=\frac{L\left(\theta_{A}-\theta_{B}\right)}{\left(\theta_{A}-\theta_{B}\right)+\frac{2 \pi D}{\lambda 0}}$
$h=\frac{L \Delta \phi}{\Delta \phi+\frac{2 \pi D}{\lambda 0}}$
In Eq. (10), $\theta_{\mathrm{A}}$ is the phase value of the phase shift fringe on the reference plane, and the phase $\theta_{\mathrm{A}}$ can be solved by obtaining the grating image of the reference plane through the CCD camera. $\theta_{\mathrm{B}}$ is the phase value after modulation by object height. In the measurement, the grating image is deformed by the change of object height, and the phase $\theta_{\mathrm{B}}$ at this time is solved by collecting the changed grating image.

Eq. (11) is the height-phase mapping relation of the traditional fringe projection measurement system. In Eq. (11), L, D, and $\lambda_{0}$ are the system parameter, where $\lambda_{0}$ is the pitch of the raster line, which is the pixel change value corresponding to one cycle ( $2 \pi$ ) of phase change along the X -axis on the reference plane after the raster has been projected onto the reference plane. Since both point $\mathrm{O}_{\mathrm{C}}$ and $O_{P}$ are imaginary points in space, it is difficult locate their specific positions accurately in actual measurements. In order to improve measurement accuracy, this paper proposed a method to solve L and D by means of the coordinate system space transformation relation during the projector and the camera calibration process. The method adjusts the spatial positions of the projector and camera in accordance with the calibration parameters, making the calculated system parameters conform to the positional constraints of the model. During the experiment, the technique modifies the projector's and camera's relative positions, making the calculated system parameters conform to the positional constraints of the model, and improves the calculation accuracy of the system parameters L and D.

## 4 Solving the Parameters L and D by Calibration

This section gives the solution process of the vertical distance $L$ from the light center of the camera to the reference plane and the distance D from the light center of the camera to the center of the projector.

### 4.1 Solving the Parameter L

The principle diagram of coordinate system transformation in the process of camera calibration is shown in the Fig. 3. The imaging process is a series of transformations of spatial object points in the four coordinate systems shown in Fig. 3.


Figure 3: Coordinate transformation diagram of the model of the camera
The spatial attitude of the target plane can be transformed arbitrarily in the calibration process. When the target plane is confined within the reference plane, the target plane is the reference plane. Then $L$ can be seen as the distance between the light center of the projector or camera and the world coordinate plane, as shown in Fig. 4. External parameters represent the spatial position relationship between the camera coordinate system and the world coordinate system. In this paper, Zhang's calibration method $[23,24]$ is adopted to obtain the internal parameters of the camera and the corresponding external parameters of the target.

In the calibration process, the vertical distance $L$ between the camera light center and the reference plane can be converted into the vertical distance between the camera light center and the target plane, i.e., L is the length value of the CCD camera light center in the world coordinate system. The rotation matrix R and a translation vector t can be used to convert the world coordinate system into the camera coordinate system. The transformation equation is.

$$
\left[\begin{array}{c}
X_{c}  \tag{12}\\
Y_{c} \\
Z_{c}
\end{array}\right]=\mathrm{R}\left[\begin{array}{c}
X_{w} \\
Y_{w} \\
Z_{w}
\end{array}\right]+\mathrm{t}
$$

$$
\left[\begin{array}{c}
X_{w}  \tag{13}\\
Y_{w} \\
Z_{w}
\end{array}\right]=R^{-1}\left(\left[\begin{array}{c}
X_{c} \\
Y_{c} \\
Z_{c}
\end{array}\right]-t\right)
$$

When $\mathrm{X}_{\mathrm{C}}, \mathrm{Y}_{\mathrm{C}}$ and $\mathrm{Z}_{\mathrm{C}}$ are all 0 , the absolute value of $\mathrm{Z}_{\mathrm{w}}$ is calculated by using Eq. (13), where the absolute value of $Z_{W}$ is the vertical distance $L$ between the camera optical center and the reference plane.


Figure 4: Conversion relationships between the world and the camera coordinate systems

### 4.2 Solving for the Parameter D

In the binocular camera model [25], the spatial position association of the left and right cameras is related as follows, where $P_{1}$ and $P_{r}$ are the coordinates of the left and right cameras, and $R_{P}$ and $T_{P}$ are the rotation and translation matrices of the right camera with respect to the left camera.
$P_{r}=R_{P} * P_{l}+T_{P}$
In the measurement model, the projector is often seen as another camera. Thus, the spatial position of the projector and the CCD camera can also be represented by $R_{P}$ and $T_{P}$.

In this paper, Falcao's projector camera calibration method [26] is adopted to obtain the external parameters of the projector, the principle is as follows:

- Camera parameters obtained by Zhang's calibration method.
- Compute the calibration plane under the camera coordinate system.
- Detect the corners of the projected checkerboard.
- Recover the 3D spatial coordinates of the projected board through the ray plane intersection points.
- Correspondence between passed 2D and 3D points calibrated projector.

The model diagram of the camera and projector is shown in Fig. 5. The main steps of projector calibration experiment are as follows:

Step 1: Capture of the experimental photograph, where the calibration plate and the projector checkerboard must be in the same plane, as shown in Fig. 6.

Step 2: Calculate the internal and external parameters of the CCD camera.
Step 3: Calculate the internal and external parameters of the projector.
Step 4: Calculate the relative position of the projector to the camera.


Figure 5: Camera and projector model diagram


Figure 6: Camera-projector Calibration
The external parameter $R_{P}$ and $T_{P}$ are the projector relative to the camera. Where the rotation matrix $R_{P}$ is of the form $R_{p}=\left[\begin{array}{lll}r_{p 1} & r_{p 2} & r_{p 3} \\ r_{p 4} & r_{p 5} & r_{p 6} \\ r_{p 7} & r_{p 8} & r_{p 9}\end{array}\right]$, and the translation vector $T_{p}$ is of the form $T_{p}=\left[\begin{array}{l}T_{p 1} \\ T_{p 2} \\ T_{p 3}\end{array}\right]$. When the light center connection line between the CCD camera and the projector is parallel to the reference plane, the distance $D$ can be calculated by the translation vector $T_{P}$. The equation is as follows,
$D=\sqrt{T_{p 1}^{2}+T_{p 2}^{2}+T_{p 3}^{2}}$

## 5 Experiments and Analysis

An experimental system is created, as illustrated in Fig. 5, in order to validate the method suggested in this study. The experiment uses a DLP4500 projector with a resolution of $912 \times 1140$ pixels and an MV-EM500C/M monochrome CCD camera with a resolution of $2592 \times 1944$ pixels. The main experimental steps are as follows:

Preparation: Prepare to build the experimental system, including the test object and reference plane, projection and imaging system.

Calibration: Conduct monocular camera calibration and camera-projector calibration experiments, and adjusts the spatial positions of the projector and camera in accordance with the calibration data, making the calculated system parameters L and D conform to the positional constraints of the model.

Phase shift method: Projection stripes to the object, the camera collects the image of the distorted raster stripes, and the phase wrapping operation is carried out using the phase shift approach, and the phase-unwrapping operation is carried out using the heterodyne principle

Data processing: The 3D measurement is completed in the 3D software according to the 3D data of the measured object.

The location constraints of the projector and the camera are satisfied by experimental operation debugging, the process is as follows:

In the preparation stage of the experiment, the light center line of the projector and camera is ensured to be parallel to the target plane as much as possible, and the light axis of the projector is also orthogonal to the reference plane as much as possible. It is difficult to guarantee the initial spatial pose accuracy, the relative positions of the reference plane, projector and camera are further calibrated by the coming operations.

Firstly, the parameters of the projector and the camera are obtained from monocular camera calibration and camera-projector calibration, then the expressions of the $z$-axis of the projector coordinate system and the $z$-axis of the world coordinate system are calculated from the calibration data. It is thought that the projector light axis is perpendicular to the reference plane in the system when the z -axis of the projector coordinate system is parallel to the z -axis of the world coordinate system (adjust the projector attitude to find the optimal solution), as are shown in Fig. 7a. Next, the vertical distance $\mathrm{L}_{1}$ from the projector's light center to the reference plane is calculated by the method of this paper.

After completing the above operation, fix the projector and reference plane positions. The vertical distance $L$ from the camera light center to the reference plane can be measured by the monocular camera calibration experiment. Manually adjust the position of the camera so that the value of L tends to L1. When the absolute value of the difference between L and $\mathrm{L}_{1}$ is less than the given permissible error, it can be considered that the connection line between the CCD camera light center and the projected light center is parallel to the reference plane, as shown in Fig. 7b.

The experiments are divided into face model morphology reconstruction and rectangular hexahedron accuracy measurement with known height. In order to verify that the method has a good reconstruction effect on complex surfaces, a 3D rebuilding of the face model is first implemented.

Fig. 8 is the images of the intensity of the deformation stripes on the target object collected by the CCD camera.

Fig. 9 shows the real image, the point cloud image and the 3D model map of the face model.


Figure 7: Calibration process of experimental system


Figure 8: Experimental photo of Four-step phase shift method


Figure 9: (a) Image of the face model, (b) The point cloud image of the face model, and (C) a truthful view of the face model

To further verify the accuracy of this method, a series of rectangular hexahedra with known height were measured by the proposed method. The distance between the two planes is calculated to obtain the average height of the rectangular hexahedron. Using this method, the 5,12 , and 20 mm rectangular hexahedra are measured repeatedly. For comparison, the results of the measurements using traditional measurement method and X. bian's measurement method (adding the rotation angle and relaxing the position restriction of the model) are also given.

Fig. 10 shows the real image and the point cloud image of the rectangular hexahedron. According to point cloud data, the upper and lower planes of the rectangular hexahedron are fitted, as shown in Fig. 11.

In Tables 1 and $2, h_{0}$ stands for known height, $h_{\text {avg }}$ stands for average height, MAE stands for absolute mean error obtained from multiple repeated measurements of the same rectangular hexahedron, X. bian represents the X. bian's measurement method [16], and the word "traditional" is abbreviated to "Tra". On the whole, compared to the traditional technique and X . bian's measurement method, the average height computed by the proposed approach is closer to the actual height, and the MAE value obtained by repeated calculation of measured objects using this method is lower than the X . bian's measurement method. Tables 1 and 2 show that the measurement method of system parameters proposed in this paper is more accurate than the traditional method and the X . bian's measurement method.

The above experiments show that the method has good 3D reconstruction results and improves the measurement accuracy.

(a)

(b)

Figure 10: (a) Image of the Rectangular hexahedron with prominent stripes, (b) The point cloud image of the Rectangular hexahedron


Figure 11: The upper and lower plans of rectangular hexahedron

Table 1: Experimental comparison results of the method in the paper and the traditional measurement method

| $\mathrm{h}_{0}$ | 5 mm |  | 12 mm |  | 20 mm |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Method | Tra | Pro | Tra | Pro | Tra | Pro |
| $\mathrm{h}_{\text {avg }}$ | 5.106 | 4.947 | 11.908 | 12.043 | 19.921 | 20.036 |
| MAE | 0.112 | 0.058 | 0.101 | 0.059 | 0.074 | 0.031 |

Table 2: Experimental comparison results of the method in the paper and the X. Bian's measurement method

| $\mathrm{h}_{0}$ | 5 mm |  | 20 mm |  |
| :--- | :--- | :--- | :--- | :--- |
| Method | X. Bian | Pro | X. Bian | Pro |
| $\mathrm{h}_{\text {avg }}$ | 5.062 | 4.947 | 19.969 | 20.036 |
| MAE | 0.063 | 0.058 | 0.046 | 0.031 |

## 6 Conclusion

In this paper, a calibration method is proposed to calculate the distance from projector light center to the camera light center and the distance from projector light center to the reference plane according to the external parameters of camera-projector and camera calibration process. During the experiment, the technique modifies the projector's and camera's relative positions, and improves the calculation accuracy of the system parameters L and D . The experimental results show that the method is effective and available. In addition, the method has higher accuracy and operability compared to the traditional measurement method.
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