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Abstract: Machine Learning (ML) has changed clinical diagnostic procedures
drastically. Especially in Cardiovascular Diseases (CVD), the use of ML is
indispensable to reducing human errors. Enormous studies focused on disease
prediction but depending on multiple parameters, further investigations are
required to upgrade the clinical procedures. Multi-layered implementation
of ML also called Deep Learning (DL) has unfolded new horizons in the
field of clinical diagnostics. DL formulates reliable accuracy with big datasets
but the reverse is the case with small datasets. This paper proposed a novel
method that deals with the issue of less data dimensionality. Inspired by
the regression analysis, the proposed method classifies the data by going
through three different stages. In the first stage, feature representation is
converted into probabilities using multiple regression techniques, the second
stage grasps the probability conclusions from the previous stage and the third
stage fabricates the final classifications. Extensive experiments were carried
out on the Cleveland heart disease dataset. The results show significant
improvement in classification accuracy. It is evident from the comparative
results of the paper that the prevailing statistical ML methods are no more
stagnant disease prediction techniques in demand in the future.

Keywords: Machine learning; heart disease; cardiac disease; deep regression;
regression learning

1 Introduction

Nowadays, the use of the angiography method is not uncommon for Coronary Artery Disease
(CAD) diagnosis [|-4]. Angiography is an effective method of diagnosing CAD, but it also has some
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major side effects and a high cost. The changeable and non-changeable factors help the physician
in diagnosing the patients’ disease [5]. It should be noted that diagnosing a heart disease is not easy
and requires years of hands-on experience to diagnose such diseases. Above all, human intervention
in diagnosing such diseases has a large room for error. The conventional methods of diagnosing
Cardiovascular Disease (CVD) are based on the patient’s medical history, symptoms analysis, and a
comprehensive medical examination performed by a clinical practitioner. These conventional methods
sometimes do not yield an accurate diagnosis, mostly because of the misinterpretation of facts
by clinical practitioners [6]. To prevent misinterpretation or false diagnosis, intelligent systems are
required. Such intelligent systems must have the same level of expertise as a professional clinical
practitioner while reducing the margin of error in diagnosing coronary disease.

With the wide use of Artificial Intelligence in machines and computers, researchers aim to build
intelligent systems [7-9] that not only assist a clinical practitioner in the diagnosis of diseases but
help the common person to keep track of health and history [10,11]. Moreover, many researchers
have employed Machine Learning (ML) techniques for diagnosing diseases based on historical data
[12-15]. As machines do not share the human factors of clinical practitioners such as lack of
concentration, fatigue, recollection of critical facts, etc[16,17]. Whereas, if designed carefully, machines
can be comparatively more reliable for diagnosing CVD. For building such machines, researchers have
explored a lot of ML methods and most recently Deep Learning (DL) methods [18-23]. The results
of such research have proved that heart diseases can be effectively diagnosed using ML techniques.

Despite many kinds of research conducted regarding the prediction of heart diseases, there is still
room for improvement [18,19]. Techniques proposed in the previous studies consider classical ML
techniques. Although these classical techniques perform well for a small-scale dataset but having a
high error rate. Over the past few years, DL has gained a lot of attention for solving machine-learning
problems. Problems such as the prediction of heart diseases with a small dataset do not perform well
with DL frameworks because of the small number of features and training trials. Only a few researchers
such as P. Ramani et al. [24] based their work on Deep Neural Networks (DNN). The researchers have
employed and tested basic statistical ML methods to their limits and there seems to be no more room
for improvement. As DL has proven to work well with any classification problem, its performance in
sense of precision is limited by the amount of training data and the number of structures in the training
data. Datasets having a smaller number of training data and features are used in this study to examine
the proposed model. The paper takes heart disease prediction as a case study to validate the proposed
model. The proposed model works in three main stages, the first stage converts the actual features
to probabilities using various regression techniques, these probabilities are then converted to a vector
form. Further, these probability vectors are passed on to the second stage where a Support Vector
Machine (SVM) or Artificial Neural Networks (ANN) is trained on these probabilities. Next, in the
third stage classification process was carried out. The projected method works related to a DL model,
but the proposed method does not require a large volume of training data. The main contributions of
the paper are as follows:

1) This paper proposes a novel and robust method for the accurate classification of datasets
having a small number of samples and features. Extensive experiments were performed on the
Cleveland heart disease dataset. The results of the experiments show the superiority of the
method.

2) This paper identifies and investigates possible enhancements to the proposed model. Moreover,
this paper explores the outcomes of these possible enhancements along with a comparative
study of different combinations of layers.
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The remainder of the paper is organized as follows. In Section 2, an overview of previous work is
shown. The proposed model and component are explained in Section 3 followed by the description of
the dataset, evolution metrics, experimental results, and comparisons in Section 4, and the conclusion
is drawn in Section 5.

2 Related Work

In the last few years, different heart disease diagnostic methods have been proposed [25-27]. Most
of these methods are based on machine-statistical learning or a hybrid of the methods of ML methods.
These methods have improved the quality of the decision-making process. With the introduction of
DL, ML can now be categorized into two main streams such as classical ML is also known as shallow
learning, includes all legacy ML and DL methods which make use of one or more classical ML
techniques referred as classical ML techniques.

2.1 Classical Machine Learning

Ali et al. [28] aim to implement the best ML techniques to predict heart disease. In addition,
research has shown that the method of selecting relief and the linear kernel-based SVM goes beyond
feature selection and ML algorithms. Javeed et al. [29] suggest that the K Nearest Neighbor (KNN)
classifies heart disease at level 6 using electrocardiograph (ECG) signal ripples. Takci [30] propose a
ML based risk management approach using plaque derived from coronary computed tomography
angiography (CCTA) to support the cardiac management Are vascular infections. The paper also
shows that the claim of C numbers in a ML-based approach has greatly improved segregation.
Saini et al. [31] were used for the early detection of heart disease using a classification and regression
tree decision table iterative dichotomy. We also looked at different classes to find one that is suitable
for the accurate prediction of coronary heart disease. The authors, relatively speaking, see this as the
best algorithm for classification. Rosendael et al. [32] propose a simple Bayesian prediction method.
Chaurasia et al. [33] suggested a method for predicting heart disease based on linear discriminant
analysis. For the prediction of heart disease, Cheung [34] introduce kernel functionality with an
Artificial Immune System (AIS).

2.1.1 Fuzzy Logic-Based Methods

Ster et al. [35] introduced a weighting scheme using KNN along with an Artificial Immune
Recognition System (AIRS) with a fuzzy resource allocation mechanism as our used classifier. Another
prediction system was introduced by Ozsen et al. [36] based on Fuzzy-AIS-KNN based system.
Polat et al. [37] proposed a method for diagnosis of the heart diseases.

2.1.2 Support Vector Machine Methods

Previous researchers such as Kumar [38] recommended different ML techniques such as SVM,
logistic regression (LR), and KNN, along with ANN to diagnose cardiac diseases. Moreover, the
evaluation showed that Logistic Regression has the best performance. Recently, Moein [39] proposed
a system for the diagnosis of heart diseases based on various types of SVM [40)].

2.2 Data Mining-Based Methods

Ali et al. [41] proposed a productive coronary disease predicting system based on Data Mining
(DM). The proposed system assists clinical practitioners in making accurate decisions based on specific
parameters. Rehman et al. [42] recommended a multi-infection prediction system based on data
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mining, as data mining techniques help in the diagnosis of various diseases. Moreover, their method
focused on predicting coronary diseases, diabetes, bosom disease, etc. Saxena et al. [43] proposed
heart a disease detection algorithm based on ANN and data mining. Keeping the cost of diagnosing
heart disease in view, a framework for diagnosing heart disease was proposed. Further, a prediction
model was employed to estimate the state of the patient based on different parameters such as
heartbeat rate, circulatory strain, cholesterol level, etc. Anwar et al. [44] proposed a prediction system
that detects coronary illness from a patient’s therapeutic dataset. Moreover, the system considers
thirteen hazard features. Reddy et al. [45] proposed a framework based on data mining and artificial
intelligence methods to predict heart diseases. Naseem et al. [46] proposed various data mining
strategies for predicting heart disease. Moreover, they evaluated methods like J48, decision tree,
K-nearest neighbors, sequential minimal optimization, and naive Bayes. Patel et al. [47] proposed
an ANN-based system for coronary disease prediction. Moreover, feed-forward backpropagation
learning calculations were used to test the model. To predict heart disease, a decision tree based neural
fuzzy system is proposed by Bahrami et al. [48], and Ajam [49] utilized k-means and naive Bayes to
predict heart disease. They used thirteen features with an aggregate of 300 samples from the Cleveland
heart disease dataset were used. Prabhavathi et al. [50] proposed a method for predicting CVD based on
a data mining system. Mujawar et al. [51] proposed a method for classifying brain Magnetic Resonance
Imaging (MRI) images. Marimuthu et al. [52] proposed C45 standards and a fractional tree method
to predict coronary disease. Siddiqui et al. [53] proposed a framework predicting CVD based on big
data technology.

2.3 Deep Learning and Neural Network-Based Methods

Not many researchers based their work on DL [54] and ANN-related methodologies [55,56].
Khan et al. [57] proposed a hybrid neural network-based system. Similarly, Majid et al. [58] proposed
IncNet architecture for the prediction of heart diseases. Kahramanli et al. [59] proposed a decision
support system based on methods such as ANN, Fuzzy Analytic Hierarchy Process (F-AHP) for
estimating the risk of heart failure. Recently, Ramani et al. [24] proposed a system based on the
Statistical Model and ANN for the prediction of heart disease.

3 Materials and Methods

In this section, the details about the dataset are provided followed by an overview of the proposed
method. Finally, the proposed architecture is explained in detail.

3.1 Cleveland Heart Disease Dataset

To validate the proposed method, we employed a renowned dataset named Cleveland heart disease
dataset. This dataset was collected by Robert Detrano (MD) and was obtained from V.A. Medical
Center, Long Beach, and Cleveland Clinic Foundation. The Cleveland heart disease dataset is available
on the University of California, Irvine (UCI) ML repository. There are 303 instances in the dataset,
out of which 297 instances do not contain missing values, and six have some missing attribute values.
Also, the dataset has 76 raw features as per instances. But most of the previous studies used only 13
features in the prediction of heart disease. For the experiments, we have also used these 13 features.
Table | gives complete information and descriptions of the selected features of the dataset.
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Table 1: Description of attributes of the dataset

Feature Description Possible values

AGE Age in years 30 < age <77

SEX Patient’s gender for male = 1 and female = 0

CPT Chest pain type typical angina = 1 atypical angina = 2

non-anginal pain = 3
asymptomatic = 4

RBP Resting blood pressure 94-200 mm Hg
SCH Serum cholesterol 120-564 mg/dl
FBS Fasting blood sugar &>120 mg/dl

true = 1 (not normal)
false = 0 (normal)

RES Resting electrocardiographic results normal = 0 ST-T = 1 hypertrophy = 2
MHR Maximum heart rate achieved 71-202
EIA Exercise induced angina yes=1no=0
OPK Old peak 0-6.2
PES Peak exercise slope up sloping = 1
flat =2

downsloping = 3
VCA Number of major vessels colored by fluoroscopy 0123

THA Thallium scan normal =3
fixed defect = 6 reversible = 7

3.2 Regression Layers

An overview of the regression layers used in stage one is provided in this section. To provide a
comprehensive comparative study, we incorporate ANN and SVM as stage two.

3.2.1 Support Vector Machine Methods

SVM classification is performed by finding a hyperplane that maximizes the margin between
the two categories. It uses a maximum margin approach which can be transformed into complex
programming problems. The vector that defines the hyperplane is called the support vector. Due to
the high performance of the vector support machines in classification, they have been used in many
types of research related to classification. The binary classification problem example is eliminated by
hyperplane A™x + b = 0. Where A and b are dimensional coefficients vertically on the surface of the
hyperplane, b is the offset from the source, and x is the original value of the data set. SVM provides
results for A and b. Using a Lagrangian multiplier in the linear case makes it easy to solve A. Boundary
data boundaries are called support vectors For details, see [60]. The solution of A can be expressed as:

A= Z; oYX, ()

where n = Number of support vectors and yi = Target label to x
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Eq. (1) gives the value of A. Moreover, Eq. (2) gives the linear discriminant function, which is
defined as:

f(x) = sgn (ZiZI oYX X + b) )
kernel trick and decision function for a non-linear case can be found as:
f(x) =sgn (Zi=1 a;y:K(x;, x) + b) 3)

A positive semi-definite function that conforms to the Mercer condition is represented as a kernel
function (for example, a polynomial kernel) by Eq. (4)

(K (x,x) = ((xx;) + 1)) (4)

3.2.2 Logistic Regression

For binary classification problems in logistic regression [0 1], if the predictor value y [0, 1] is 0, treat
it as a negative number. If the predictor value is 1, it is classified. However, to classify the two classes (0
and 1), the designation of the hypothesis h® = ®"x according to the threshold classifier out is h®(x)
at 0.5. Any value of hypothesis h®(x) > 0.5 is considered predictive variable y as 1. However, in the
case when the value for h®(x) < 0.5 predictive variable y will get an as 0 and the person is considered
as healthy. Therefore, in this condition, the logistic regression predicted change was 0 < h®(x) > 1.
The logistic regression sigmoid function can be represented by Fq. (5):

ho (x) = g(0"x) (5)
=ho (x) = 6
8@ = h (¥) = T (©6)
Similarly, the cost function for logistic regression can be expressed as:
1 m o
_ DY 1,0
J©O) = > Cost(ho(x"),y") (7)

3.2.3 Regression Tree

This method resembles with least square of the linear model. Segmentation was chosen to
minimize the sum of the square errors between the observed and average values per node. Minimum
deviation which minimizes the mean absolute deviation from the median of the node. The advantage
of the least square method is that it provides a more stable model that is more susceptible to outsiders.
Suppose that we have a scalar Y as a result and a p-vector of variable X, then assume that Y €
k = {1,2,3,...,k}. The regression tree divides the X space into discrete Ak regions and provides
an approximation [37].

E (Y|X € Ak) within each region (®)

3.2.4 Linear Regression

Linear regression [62] standard model function methods are adopted. We are interested in guessing
the value of the new input x* of y. The output is assumed to be a linear input function with added noise:

Vi :f(xr)+ €= ,B() + ﬁlxr+ €; (9)
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The term noise st follows a normal distribution. That is, ¢, ~ N (®,0,%). For the mean 0 and
variation o2 the matrix algebra can be expressed as y, = (x,w + ¢;) with the vectors as:

v = H = m (10)

Entering the Bayesian framework, we perform this task with a post-distribution of weights when
using Gaussian priority. If we utilize a prior Gaussian upon the weights p (w) = N (0, ¥) and the
Gaussian likelihood p (y| X, ,w) p (w) = N(x,w, o £2I), then this subsequent distribution is:

1
p Wy, X)ap (| X, w) p (W) =N (O AT Xy Atl) (11)

&

A, =3"+ o X X" (12)

3.2.5 Gaussian Process Regression

In the Gaussian process [03], If you select two or more points of a function i.e., (different output
and input pairs) to define the distribution of the output function, this point is combined into a multiple
Gaussian Sharing. More formally, the Gaussian process has a random finite number of random
variable combinations Gaussian distributions defined by a series of random variables. The Gaussian
process convergence assumes that the output y of the function f of the input x can be described as:

y =1 (x)+ € with e~ N(0,07) (13)

Note that it is the same as the assumption of linear regression because the observations assume a
Gaussian regression independent signal term f (x) and the noise term of ¢, but also assume that the
signal term also follows in a certain distribution of an arbitrary variable. This distribution is subjective
because it reflects uncertainty about functioning. By observing the output of the function at different
input points, you can reduce the uncertainty associated with f. The term noise of ¢ reflects natural
losses. It always exists regardless of the number of observations. The Gaussian process law assumes
that the function f (x) is distributed as a Gaussian process:

f(x) ~ gp(m(x), k(x,x)) (14)

A process of Gaussian op is a dispersal over the functions and is explained by covariance and
mean function. The function of mean m(x) indicates the probable function value of input x:

m(x) = E[ f(x)] (15)

3.2.6 Artificial Neural Networks

The proposed method uses ANN and SVM as the second stage as we intend to provide a
comparative study of both robust models [64,65]. ANN is a feed-forward network that can have more
than one layer of hidden units between the layers of output and input. For the hidden unit, j, the logistic
function is used for mapping its total input from the layer below xj to the scalar state, yj, which is sent
to the layer as presented in Eq. (16)

. 1
y; = logistic (x;) = mvxj =b+ ZJ’:‘WU' (16)
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where, bj = unit j deviation, i = least significant index, wi, j = weight of cell j concatenation in the next
layer cell I, The total input xj is converted into probability pj by the output j using softmax nonlinearity
shown in the Eq. (18):

exp(x;)
=<
Zk exp(x;)
where k is the class index. The DNN can be well trained by propagating the cost functioning hypothesis
in the opposite direction to measure the difference between the target output and the actual output

generated by each case study. Using the softmax output function, the natural function of C is the cross
entropy between the target probability d and the output of softmax p, which can be expressed as:

C=-2 dlogp, (18)

The target probability (usually 1 or 0) is the monitoring information provided to train the DNN
classification.

(17

3.3 Architecture

The proposed method relies on the probabilities calculated by the regression techniques. Although,
researchers use many basic statistical ML methods for the prediction of heart diseases. But, the
improvement in accuracy seemed to be stagnant on a single point for a long time. Previous researches
show that basic statistical ML method have already reached their limits and it is not possible to improve
the performance conventionally. The proposed method utilizes several basic statistical ML methods.
Some methods can act as strong classifiers and some methods as weak classifiers (also referred as
strong or weak-learners). The proposed method is robust in predicting heart diseases. This robustness
is achieved by using several weak and strong learners.

The method is inspired by DL [66], as it converts the representation of an input sample to some
arbitrary feature space [67,68]. But, some DL requires a large number of features and training data
[69]. In our case, the number of features is far less than required for a DL model to work efficiently. To
overcome these issues, this paper proposes a method that converts actual feature space into a grid of
probabilities using basic regression techniques. Further, SVM and ANN are used to classify the grid of
probabilities. The proposed method can be reconfigured in infinitely many ways with a combination
of different statistical regression techniques. The number of layers can be adjusted accordingly. The
general layout of the proposed method is shown in Fig. 1.

Probability cal mlation

Figure 1: The general layout of the proposed technique. The proposed method works in three stages
shown by dashed rectangles
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The proposed method works in three stages, the first stage includes several regression layers.
Moreover, several regression layers can be added to the first stage. Each regression layer is trained
using the training data with actual labels. These layers may employ any type of regression model with
a different configuration of hyperparameters. For example, suppose a statistical regression technique
has a single tuning hyperparameter o, and the values of o lie between 0 and 1. Then, a layer can be
a regression model with different configurations i.e. (with different values of o). All the probabilities
obtained by the first stage are first flattened and then forwarded to the second stage. For an input
sample of heart disease to the first stage, the input sample is first converted to a vector of probabilities
then these probabilities are passed on to the second stage. The second stage is another regression layer
that learns using all the probabilities yielded by the regression layers in the first stage and the actual
labels. The second stage yields the probability of being a heart disease or not. This probability is then
forwarded to the third and last stage, which predicts according to the SoftMax threshold level [70].

As there are many possible combinations regarding the proposed method, the stage one layers
include statistical regression learners such as a tree, linear SVM, medium tree, cubic SVM, quadratic
SVM, medium Gaussian SVM, fine Gaussian SVM, relational quadratic, Gaussian Process Regression
(GPR) coarse Gaussian SVM, and linear regression referred as L1, L2, L3, L4, L5, L6, L7, L8, L9,
and L10 respectively. Further details about the regression layers and the individual performance of
each layer can be found in Table 2. These layers were chosen randomly and all layers have different
classification capabilities. Among all the layers, L9 has the maximum classification rate and the
minimal Root Mean Square Error (RMSE) (root mean square error). Whereas, L6 is the worst-
performing layer with the maximum RMSE and the lowest classification rate.

Table 2: Individual performance of each layer. The bold root mean square error (RMSE) shows the
minimum error whereas all other bold values show the maximum performance test accuracy (TA) of
an individual classifier

Layer identifier =~ Method Type Features RMSE  TA(%)
L1 Tree regression Simple tree 13 0.42706  71.0
L2 Tree regression Medium tree 13 0.39141 72.6
L3 SVM regression Linear SVM 13 0.37282 83.2
L4 SVM regression Quadratic SVM 13 0.37941 822
L5 SVM regression Cubic SVM 13 0.42117 782
L6 SVM regression Fine gaussian SVM 13 0.48367 564
L7 SVM regression Medium gaussian SVM 13 0.36705  82.5
L8 SVM regression Coarse gaussian SVM 13 0.36636 82.2
L9 Gaussian process Rational quadratic GPR 13 0.35813  83.2
regression
L10 Linear regression Robust Linear 13 0.36966  77.2

This paper presents two possible solutions that can be used as stage two. The first solution utilizes
ANN as a stage two probability learner and as a second solution, this paper utilizes an SVM. The
reasons for using ANN are flexible learning, the ability to process small amounts of data, the exposure
to complex nonlinear relationships between dependent and independent variables, and the ability to
predict. The reason for using SVM is that it performs well in establishing a support vector hyperplane
that distinguishes between classes. Fig. 2 shows the proposed architecture that uses ANN as a stage
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two probability learner and Fig. 3 shows the architecture that uses SVM for second stage probability
learning.
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Figure 2: Architecture design of our approach using neural networks. For the sake of simplicity, only
a few neurons are shown in the hidden layer section
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Figure 3: Architecture design of our approach using support vector machine as the second stage
(probability learning)
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4 Results

We perform comprehensive experiments on the Cleveland dataset. We use the features for training
and testing in their original form and ignore the samples with missing attributes. We split the
dataset into random 213 testing and 90 training samples and create three such groups to validate
the generalizability of the proposed technique. Each regression layer of the first stage is trained on the
training samples with actual labels. For both cases, the second stage ANN and SVM are trained on
the probabilities obtained by the first stage using the actual labels. For training the ANN, the data
division parameter is randomized, a scaled conjugate gradient was used during training along with
cross-entropy as a measure of performance.

The model is assessed based on accuracy, sensitivity, specificity, and Matthew’s Correlation
Coefficient (MCC). Accuracy is the percentage of un-quasifield items in the test data set. Sensitivity
provides information about the correct classification of patient dimensions, but especially about the
correct classification of healthy subjects [71-73]. Sensitivity and specificity are represented by Fqs. (20)
and (21) respectively. The formula for these indicators is:

TP+ TN
Accuracy = + (19)
TP+ TN +FP+FN

While FP, TP, FN, and TN present the number of false positives, true positives, false negatives,
and true negatives respectively.

TP
Sensitivity = —— (20)
TP+ FN
TN
Specificity — 21
pecificity = ——— T FP 2

MCC is generally employed for statistical analysis of binary classification. It is a metric that
measures the testing accuracy of a classification model. Moreover, MCC returns a value between —1
and 1 where 1 indicates perfect predictions, and —1 is regarded as the worst prediction. MCC can be
represented as:

MCC — TP x TN — FP x FN 22)
J(TP + FP)(TP + FN)(IN + FP)(IN + FN)

The receiver operator characteristics (ROC) curve describes the sensitivity of the classifier in terms
of true positives and false positives. The better the Area Under the Curve (AUC) measure, the better
the model. The curve is based on the predicted outcome and true outcome.

The AUC: for the test datasets were calculated and used to compare the discriminative powers of
the models.

4.1 Individual Performance of Layers

The proposed method relies on several weak learners, Table 2 shows the performance of all the
individual regression and classification layers. In Table 2, RMSE represents the root mean square error
for each regression layer. We tested the performance (shown by the “Test accuracy’ column) of each
layer using a suitable cutoff level determined by the ROC as shown in Fig. 4. From the individual
performance results (RMSE and Test accuracy), it is quite clear that each layer has a low performance
and is hence deemed as a weak learner. As mentioned earlier, Gaussian process regression has the
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lowest RMSE value and the highest test classification accuracy, while Fine Gaussian SVM has the
highest RMSE value and the lowest test classification accuracy.
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Figure 4: Graphs show the Receiver Operator Characteristics (ROC) curves for all layers L1 to L10.
Cutoff (CO) represents the suitable threshold for regression-based classification and Area Under the
Curve (AUC)

4.2 Effect of the Number-of-Layers

The proposed system is flexible and the number, order, and type of layers in the first stage can
be changed accordingly. We experimented to study the effects of altering the sequence and number of
layers in the first stage. Experiments revealed that in our case the performance of the proposed method
using SVM and ANN was drastically affected when the number of layers was reduced. We tested the
proposed system using layers between 7 and 10 for both models. The detailed results are shown in
Table 3 for further details see Fig. 4.

Table 3: Effect of different combinations of regression layers. The bold values show the maximum
obtained values

Method No. of layers Layers Accuracy Sensitivity Specificity MCC

Regression layers + SVM 7 L1~L7  0.7222 0.7115 0.7368 0.4434
(Continued)
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Table 3: Continued

Method No. of layers Layers Accuracy Sensitivity Specificity MCC
Regression layers + SVM 8 L1~L8  0.7444 0.8158 0.6923 0.5024
Regression layers + SVM 9 LI~L9  0.8444 0.9024 0.7959 0.6963
Regression layers + SVM 10 L1~L10 0.9555 0.9230 1.0 0.9138
Regression layers + ANN 7 LI~L7  0.6444 0.7027 0.6038 0.3019
Regression layers + ANN 8 L1~L8  0.7333 0.4970 0.8485 0.6667
Regression layers + ANN 9 L1~L9  0.8375 0.6740 0.8158 0.8571
Regression layers + ANN 10 L1~L10 0.9444 0.9038 0.9036 0.8927
Class0
38 (100%)
_ (Spec.) 0(0%)
=
5(55.55%) Méi .::}}s}
Class1
Class0 Class1

Predicted Label

Figure 5: Graphical depiction of statistics of the obtained results on testing dataset in terms of a
confusion matrix

5 Discussion

In this section, the comparison of the proposed model has been shown with the previous methods.
A detailed comparison of the performance is presented in Table 4. The bold values in Table 4 show the
superiority of our proposed method. Moreover, experiments revealed that there was a slight difference
in performance with the first stage having 10 layers combined with SVM and ANN in the second stage.
Although the difference in performance is very small, the results show that the proposed method with
SVM has the best performance in terms of accuracy. Moreover, the results of the experiments show that
basic statistical ML algorithms have already reached their maximum performance. New methods are
required to improve the performance of smaller datasets. For further details see Table 4 given below.

Table 4: Comparison of the results with our proposed technique with state-of-the-art methods. The
bold values show the superiority of our proposed method

Authors Method Validation = Accuracy Sensitivity  Specificity
Cheung Naive bayes - 81.48 0.8418 0.7610
Ster and Dobnikar Linear discriminant analysis - 84.50 0.8410 0.8291
Polat et al. AIRS - 84.50 0.6287 0.7630

(Continued)
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Table 4: Continued
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Authors Method Validation  Accuracy Sensitivity  Specificity
Ozsen et al. Kernel function with AIS K-fold 85.93 0.7413 0.8163
Polat et al. Fuzzy-AIS-KNN based system K-fold 87.00 0.7860 82.261
Kashramanli and Allahverdi ~ Hybrid neural network system K-fold 86.80 0.7901 0.8197
Resul et al. Neural network ensembles Holdout 89.01 0.8017 0.7738
Jankowski and IncNet Holdout 90.00 0.8815 0.8270
Kadirkamanathan
Kumar ANFIS Holdout 91.18 0.7620 0.7851
Samuel et al. ANN-F-AHP Holdout 91.10 0.8233 0.8340
Kumar Fuzzy resolution mechanism Holdout 91.93 0.8950 0.8701
Paul et al. Adaptive Weighted Fuzzy system  Holdout 92.31 0.8821 0.8682
ensemble
Ali et al. Multipe SVM K-fold 92.22 0.8739 0.8196
Ali et al. Statistical Model + ANN Holdout 93.33 0.8973 0.8043
The proposed method (ANN) 10 Regression Layers + ANN Mean (03) 94.44 0.9038 0.9036
The proposed method (SVM) 10 Regression Layers + SVM Mean (03) 95.55 0.9230 1.0

6 Conclusions

Over the past decades, ML has gained a lot of importance in the field of clinical medicine and
disease predictions. For complex problems and bigger datasets, researchers are now focusing more
on DL-based approaches. Although DL approaches have high performance, for datasets having a
small number of features and training samples DL is not feasible and some cases not applicable at
all. In this paper, we proposed a method, inspired by regression analysis, which specially focuses
on small but complex problems. The proposed method converts the representation of the data into
probabilities. The proposed model consists of three main stages, the first stage converts the data into
probabilities, the second stage can utilize SVM regression or ANN, and the third stage consists of a
SoftMax and prediction section. We performed extensive experiments to validate the proposed method
using heart disease detection as a case study. The experiments are performed on the Cleveland dataset.
The results of the experiments show that the performance of basic statistical ML algorithms has
reached stagnancy. The results obtained show higher accuracy. The proposed method’s application
is not limited to heart disease detection.

The limitation of the proposed method is the difficulty of extending these findings on heart disease
due to the small sample size. For future developments, we plan to apply this method to a larger dataset
and perform the analysis of some other diseases with different feature selection techniques.
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