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Abstract: Image captioning involves two different major modalities (image
and sentence) that convert a given image into a language that adheres to
visual semantics. Almost all methods first extract image features to reduce
the difficulty of visual semantic embedding and then use the caption model
to generate fluent sentences. The Convolutional Neural Network (CNN) is
often used to extract image features in image captioning, and the use of
object detection networks to extract region features has achieved great success.
However, the region features retrieved by this method are object-level and
do not pay attention to fine-grained details because of the detection model’s
limitation. We offer an approach to address this issue that more properly
generates captions by fusing fine-grained features and region features. First,
we extract fine-grained features using a panoramic segmentation algorithm.
Second, we suggest two fusion methods and contrast their fusion outcomes.
An X-linear Attention Network (X-LAN) serves as the foundation for both
fusion methods. According to experimental findings on the COCO dataset,
the two-branch fusion approach is superior. It is important to note that on the
COCO Karpathy test split, CIDEr is increased up to 134.3% in comparison
to the baseline, highlighting the potency and viability of our method.
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1 Introduction

Image captioning is the task of producing a sentence that conforms to visual semantics for an
input image. This makes us not only need to identify the objects in the image but also need to explore
the semantic information between the objects. The research on image captioning is mainly divided
into two parts: one is to extract more effective image features and the other is to improve the caption
model expression ability. According to the great success of deep learning methods in Computer Vision
(CV) and Natural Language Processing (NLP), a Convolutional Neural Network-Recurrent Neural
Network (CNN-RNN) has been proposed [1]. CNN network was used to extract image features,
and then the RNN network was used as the caption model to extract semantic information between
features and transform it into sentences consistent with visual semantics.
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At present, the commonly used image features are the region features [2], which are extracted by
Faster R-CNN network rather than the basic CNN network. This feature has rich information, which
is conducive to generating richer expressions than the simple CNN network used before. However,
this feature still has two defects: 1. Due to the nature of Faster R-CNN, features in the rectangular
area are extracted, and a rectangular area represents the information of an object. For actual objects,
their contours are irregular, so the target of selecting a rectangular area inevitably incorporates some
background information into the object 2. The detection model is object-level and lacks fine-grained
details.

Therefore, we want to segment the contour of the target to avoid other information mixing into
the target and extract fine-grained features to make up for the deficiency of region features so that the
generated sentence is more consistent with visual semantics. We choose the panoramic segmentation
algorithm to segment the objects in the image and obtain fine-grained and cleaner features. Different
from traditional image segmentation [3], the panoramic segmentation algorithm can obtain features
of different dimensions and obtain more information. In addition, it is a collection of semantic
segmentation and instance segmentation, and each pixel can be assigned a semantic label and an
instance label, thus describing an object more comprehensively.

The RNN-based caption model was very popular at first. There are many innovative types of
research based on the RNN model, but the RNN model has the problem of gradient disappearing or
gradient eruption in long sentence training. With the outstanding performance of the transformer [4]
in NLP, the transformer-based caption model has been used in image captioning. We chose X-LAN
[5] model as the baseline. This model updates the self-attention module of the traditional transformer,
proposes X-linear attention, makes full use of the bilinear pool to capture the middle second-order
features, and measures the distribution of spatial and channel bilinear attention. To fuse region features
with our extracted fine-grained features, we experiment with two fusion methods. As shown in Fig. 1,
a) is the direct fusion method and b) is the two-branch fusion method. b) is inspired by [6]. We have
compared the performance of these two methods in subsequent experiments. In addition, we have
performed many experiments on the COCO [7] benchmark dataset and compared it with some existing
methods. Our method has achieved competitive BLEU [8], METEOR [9], ROUGE-L [10], CIDEr [11]
and SPICE [12] scores on the COCO Karpathy test split.

We summarize the contributions of this paper as follows: (1) We propose extracting features using
Panoptic Feature Pyramid Network (FPN), a panoramic segmentation algorithm. Panoptic FPN [13]
is a pixel-level algorithm that can effectively extract fine-grained features. Using the characteristics of
the segmentation algorithm, we obtain an accurate target region and extract cleaner target features.
(2) We study the problem of the fusion of different kinds of features and propose two fusion methods.
(3) We conducted a large number of experiments on the COCO dataset to compare the performance
of these two methods.

The rest of this paper is organized as follows. Section 2 introduces the related work of image
captioning. Section 3 presents the details of our method, including feature extraction and two
fusion methods. Section 4 is the experimental part, which performs various ablation experiments and
compares the performance with the baseline model. In addition to the comparison of metrics, we
also compared the generated sentences with the baseline to show the excellence of our method more
intuitively. Section 5 is the conclusion.
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Figure 1: Schematic diagram of two fusion methods. R means region features and F means fine-grained
features. (a) is the direct fusion method. The fine-grained features are filled to 2048 dimensions and
concatenated with region features. (b) is the two-branch fusion method

2 Related Works
2.1 Image Captioning

Encoder-decoder frameworks have been used extensively in image captioning. Inspired by the field
of machine translation, Vinyals et al. [1] adopt the encoder-decoder framework for the first time and
combined it with the actual demand for multimode image captioning. The encoder used a pre-trained
CNN to extract image features. The decoder uses an RNN structure to transform image information
into text information. Later, many researchers improved on encoder-decoder frameworks CNN-RNN,
such as [14–16]. CNN networks used for image feature extraction are constantly changing. At first,
basic networks like Visual Geometry Group (VGG) and Residual Neural Network (ResNet) are
used, then target detection networks like Faster R-CNN are used and now multi-modal networks
like Contrastive Language-image Pretraining (CLIP) [17] are used. At present, the region features
extracted by Faster R-CNN are still playing an important role in image captioning. With the amazing
performance of the transformer in NLP, the transformer-based caption model gradually replaces the
RNN network to occupy the dominant position.

2.2 Features Extraction

Anderson et al. first adopted the object detection network Faster R-CNN to extract image
features. They used this network for pretraining on the Visual Genome (VG) [18] dataset and added
training output for predicting attribute classes. The obtained pre-trained model is then used to extract
the image features of the COCO dataset. The feature obtained by such processing not only contains the
feature information of the target region but also contains the attribute features of the target so that the
obtained region features can be better described. Since then, many researchers have conducted studies
based on this feature.

Jiang et al. [19] used experiments to prove that the accuracy of region features did not come
from regional frames but from 1. Large-scale annotation: large-scale target and attribute annotation
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collected from the VG dataset for pretraining 2. High resolution: High spatial resolution of the input
image used to compute features. In addition, the reasoning speed of grid features is much faster than
that of region features, so he extracts the grid features of Faster R-CNN to replace region features. The
RSTNet [20] method proposed by Zhang et al. and the Dual-level Collaborative Transformer (DLCT)
[21] method proposed by Luo et al. both use grid features.

In recent years, with the proposal of CLIP, researchers have also begun to use CLIP to extract
image features. CLIP is trained on large-scale text data, so the model portability is good, and the
development of image captioning is not limited to the COCO dataset. For example, ClipCap [22],
proposed by Mokady et al., uses the CLIP model to encode the input image, obtains an image feature
clip_embed, maps it to text space, and finally uses a text decoder to generate sentences. Deng et al. [23]
tried to use the FPN model to extract multilevel features so that the model could detect objects of
different scales in images more effectively without increasing parameters. Nejatishahidin et al. [24]
tried to use an image segmentation network to extract the object mask and mid-level representation
feature maps so that they can achieve competitive performance under a limited training data regime.

This paper attempts to use a segmentation method to extract fine-grained image features. As
shown in Fig. 2, the object detection algorithm locates the general region of the object and boxes
this region to obtain a vector feature, which is the object level. Our new method is to give each pixel an
instance label, so the segmented area is consistent with the shape of the object, which is a pixel-level
feature.

Figure 2: The contrast of the two features. (a) Region features extraction method. Region boxes are
obtained from the faster R-CNN network, and each region box forms a vector of 2048 dimensions. (b)
Fine-grained features extraction method. Accurate segmentation regions are obtained by the Panoptic
FPN network, and each segmentation region forms a vector of 784 dimensions

2.3 Feature Fusion

Region features are pre-trained on VG datasets so that they contain information about many
attributes. It is difficult to completely replace region features with other features so people study how
to integrate region features with other features.

Luo et al. [21] propose to integrate grid features [19] with the region features reasonably to
supplement the fine-grained details that are missing from the region features. Then, the grid features
have more than 300 G, which is more than 10 times the size of the region features. The information
in it is too complex, and a complex model needs to be designed to extract the features in it. Although
its metrics are greatly improved, such feature fusion cost is high, and the applicability of features is
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low. Wang et al. [25] propose multi-dimensional features, which include text features, region features
and patch features. The patch features are extracted by dividing the original image into blocks and
the text feature is word-embedding vectors. They compile these three features into the attention model
and then combined them. This method has the same problem as above. The added features are too
complex to consume a lot of computing resources.

Therefore, we hope to extract small-scale fine-grained features and fusion with region features
in a simple way that can also achieve competitive results. In this paper, we try two methods to fuse
fine-grained features and region features and compare the two methods experimentally.

2.4 Transformer-Based Method

With the transformer network becoming more prominent in the field of NLP and the emergence
of many related models such as [26,27], researchers are inspired by this and integrate the transformer
into the RNN encoder.

Huang et al. [28] proposed the attention on attention (AoA) module. AoA expands the attention
of the caption model through two linear lines, which is conducive to modeling and fusing information
of different modes (such as text and image). Guo et al. [29] proposed geometry-aware self-attention
(SA), which improves the SA module by considering the pairwise geometric relationship and content
information of objects, thus helping to reason about visual information. Cornia et al. [30] proposed
the memory-augmented attention module to establish prior knowledge of the relationship between
image regions. Pan et al. [5] proposed the X-linear attention module. The integration of X-linear
attention blocks into the caption model can capture information about higher-order internal modes
and multimodal interactions, aiming to enhance visual information and perform complex multimodal
reasoning for image captioning. There are many related studies [31,32].

In summary, in the development of image captioning, the frequently used models are modified
based on the transformer, so we use the X-LAN network based on transformers as the baseline
network.

3 Method Details

The method in this paper is mainly divided into two parts: feature extraction and feature fusion.
Image features are obtained through a feature extraction process. Image features are divided into fine-
grained features obtained by Panoptic FPN and region features obtained by Faster R-CNN. We will
detail the process of obtaining fine-grained features using Panoptic FPN in Section 3.1. Then, we will
explore how to fuse features to better produce sentences that conform to visual semantics. Section 3.2
mainly introduces how to fuse features.

3.1 Feature Extraction
3.1.1 Region Features

We use the features extracted by Anderson et al. as region features [2]. They trained Faster
R-CNN using the VG dataset and added an output layer to define softmax distributions on each
attribute class and one “attribute-free” class so that the extracted features could contain not only
their category information but also their attribute information. Finally, the trained network is used to
extract the region features we need on the COCO dataset. Because of its rich information, it enhances
the expression ability of subsequent models.
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3.1.2 Fine-Grained Feature

Since the feature obtained by the network is in a rectangular area and many targets are irregular
in shape, most extracted features are mixed with background features in the target features, and fine-
grained information is missing. Therefore, we propose a panoptic segmentation algorithm, Panoptic
FPN, to extract fine-grained features and complete the deficiency of region features.

There are two main directions for image segmentation. One is semantic segmentation: each pixel
is divided into a category, and the image is segmented according to the category. The other is instance
segmentation: each pixel is divided into an instance, and the area where the instance is located
is segmented. Panoptic segmentation [33] is a collection of two directions. Panoptic segmentation
requires that each pixel in an image be assigned a semantic label and an instance id. The semantic
label refers to the category of the object, while the instance id corresponds to the different number of
the same object. For image captioning, it is not enough that we only know what objects are in a certain
area box. We also need to know how many objects are the same and what are the characteristics of
these objects. The Panoptic FPN network can accurately identify which class each pixel belongs to and
distinguish different individuals of the same class. Individuals differ because of their colors, materials
and other attributes. The Panoptic FPN network can distinguish different individuals, so the fine-
grained features extracted by Panoptic FPN contain attribute information, which is more conducive to
the visual semantic description. The following describes the process of extracting fine-grained features.

Given image I, feature map X is obtained after ResNet. X obtains the required fine-grained
features through the instance segmentation branch.

Instance segmentation branch: As shown in Fig. 3, this method combines the Faster R-CNN
network and the Mask R-CNN [34] network. X is a set of pyramid features, which are passed through
the Region Proposal Network (RPN) to obtain 1000 candidate boxes. According to the candidate
boxes obtained, 7 × 7 region of interest (RoI) pooling is performed on different pyramid layers,
and a refined box and class label for each region are predicted through multiple fully connected
layers. However, such a process cannot obtain the required segmentation features. To output instance
segmentation features, this method refers to Mask R-CNN, which extends Faster R-CNN by adding
a Fully Convolutional Network (FCN) [35] branch. RoI pooling (14 × 14) is performed on different
pyramid layers according to the previous refinement boxes, and then multiple convolutions are used
to predict the binary segmentation mask and its category for each candidate region. Multilayer
convolution includes 4 groups of 3 × 3 convolution, ReLU, and a group of 2 × 2 transpose convolution,
ReLU, and 1 × 1 convolution. The segmentation feature size is obtained as N × 80 × 28 × 28, where
N means that the image has N regions, 80 means 80 classes and 28 × 28 is the feature size. According
to the obtained categories, the features of this class are selected from 80 features, and the features of
N×1 × 28 × 28 are finally obtained, which are reshaped into the size of N × 784 to obtain the required
fine-grained features.

Figure 3: Detailed extraction methods for fine-grained features
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3.2 Feature Fusion

Region features and fine-grained features are two similar but different features. How to fuse these
two features is a problem. In this paper, we propose two ways to fuse this feature and verify the effect
of these two methods in the subsequent experiment. These two methods are shown in Fig. 1. Section
3.2.1 describes the direct fusion method and Section 3.2.2 describes the two-branch fusion method.

3.2.1 Direct Fusion

The direct fusion method is the first fusion method we employ. We concatenate two features
directly into the baseline network. This method can visually see the impact of the features we extract on
the results and verify the effectiveness of the features. The baseline is the X-LAN proposed by Yingwei
Pan et al., and its key innovation point is the X-linear attention block.

X-linear attention block: The attention module of the traditional attention mechanism can be
described as calculating the similarity scores of some queries (Q) and keys (K) and generating the
weighted output of value (V) based on the similarity scores, where Q, K and V are all vectors and can
be expressed as:

Attention (Q, K, V) = softmax
(

QKT

√
dk

)
V (1)

The biggest difference between X-linear attention and traditional attention is that they use element
multiplication instead of matrix multiplication to compute the similarity vectors between queries and
keys. It can be expressed as:

X − Attention (Q, K, V) = softmax (FFN (K � V)) � V � R (K � V) (2)

FFN (x) = max
(
0, x W F1 + bF1

)
W F2 + bF2 (3)

R (x) = σ
(
mean

(
max

(
0, x W R1 + bR1

))
W R2 + bR2

)
(4)

where W F1W F2W R1W R2 are embedding matrices, σ denotes the sigmoid unit, and � represents
elementwise multiplication.

Pan et al. integrated the X-linear attention block into the encoder-decoder module. The encoder
module is based on the Basic Transformer encoder, and the decoder module is based on the Basic
Transformer decoder combined with Long Short Term Memory (LSTM). The X-LAN encoder
contains M + 1 X-linear attention blocks. Through the feature extraction module, we can obtain
features R and F, which represent the region feature and the fine-grained feature, respectively. The
direct fusion method is shown in Fig. 4a. The input of the X-LAN encoder is K = V = concat (R, F),

Q = 1
N

∑N

i=1Vi. Assume that the output of each block is gi when i ≥ 1, and the final output of the

X-LAN encoder is A and G = LayerNorm
(
WG [Q, g1, g2, . . . , gM ]

)
. WG is the embedding matrix.

3.2.2 Two-Branch Fusion

The region feature and fine-grained feature focus on different details, but both contain informa-
tion about the target and background, so direct splicing will cause redundant information. Moreover,
different extraction methods make the number and type of objects and the size of features extracted
from the same image different. Therefore, using the two-branch method can make two similar but
different features learn independently and influence each other to better express the features.
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The two-branch method is shown in Fig. 4b. After embedding, R and F are entered into the region
encoder and fine-grained encoder, respectively. Embedding enables R and F to be projected to the same
dimension of 1024 from 2048 and 784 dimensions, respectively. At the same time, the similar coding
structure enables the two features to be mo closely expressed. Embedding includes a linear layer, ReLU,
and group normalization. The internal structure of both encoders is based on the X-LAN encoder. The

input of the region encoder is K = V = R, Q = 1
N

∑N

i=1Ri and the output is Ar, Gr. The fine-grained

encoder indicates that the input is different from that of the region encoder. The input is K = V = F ,
Q = Gr and the output is Af , Gf . For the transformer-based caption model, the encoder part is the
further extraction of image features, while the decoder part is the image-to-text conversion, so we
choose to fuse the two features before entering the decoder. We will directly concatenate Ar and Af

send them to the decoder of the X-LAN together with Gf , and finally obtain a sentence that conforms
to visual semantics.

Figure 4: Details of the two fusion methods. (a) is the direct fusion method. (b) is the two-branch fusion
method that feeds the region features into the region encoder and the fine-grained feature into the fine-
grained encoder (both of which are based on the X-LAN encoder) and shares some information to
obtain the image compiling result

4 Experiments
4.1 Dataset

Our experiments are conducted on the most popular image captioning benchmark, COCO.
The COCO dataset contains 123,287 images, including 82,783 training images, 40,504 validation
images, and 40,775 test images. Each image has five reference captions. We follow the widely adopted
Karpathy et al. [36] split to repartition COCO 2014 with 113,287 images for training, 5000 images
for validation, and 5000 images for offline evaluation. We preprocessed the sentences in the training
set, converted them to lowercase, and deleted the words that appeared less than six times, leading
to the final vocabulary with 9,488 unique words. To evaluate our proposed model, we used five
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widely accepted standard automatic evaluation metrics to evaluate the quality of generated sentences,
including BLEU, ROUGE, ROUGE-L, CIDEr and SPICE.

4.2 Implementation Details

We use Faster R-CNN to extract image region features and use Panoptic FPN to generate fine-
grained features. The region feature is a 2048-dimensional vector, and the fine-grained feature is a
784-dimensional vector. The specific training method is as follows. We follow the training plan in [5]
and optimize the whole architecture under the condition of cross-entropy loss. The batch size is set
as 10, the iteration is 100, and the warm-up step is set as 10000. In addition, we adopt a planned
sampling strategy [37], where the probability increases linearly by 0.05 every six periods from 0 to 0.5.
After that, we used a self-critical training strategy, followed the training plan in [38], set the learning
rate as 0.00001, and used the CIDEr reward to further optimize the whole model when the maximum
number of iterations was 60.

4.3 Performance Comparison
4.3.1 Offline Evaluation

Tables 1–4 summarizes the performance of the state-of-the-art models and our approach on the
offline COCO Karpathy test split. We report the results optimized with both cross entropy loss and
CIDEr score. Meanwhile, we separately show the performances for single and ensemble/fused models.
Our baseline is X-LAN, so our main comparison object is X-LAN.

Table 1: Performance comparisons of standard cross-entropy loss for a single model, where B@N, M,
R, C and S are short for BLEU @N, METEOR, ROUGE-L, CIDEr and SPICE scores

Metric B@1 B@2 B@3 B@4 M R C S

LSTM [1] - - - 29.6 25.2 52.6 94.0 -
SCST [38] - - - 30.0 25.9 53.4 99.4 -
LSTM-A [15] 75.4 - - 35.2 26.9 55.8 108.8 20.0
RFNet [39] 76.4 60.4 46.6 35.8 27.4 56.8 112.5 20.5
Up-Down [2] 77.2 - - 36.2 27.0 56.4 113.5 20.3
GCN-LSTM [40] 77.3 - - 36.8 27.9 57.0 116.3 20.9
LBPF [41] 77.8 - - 37.4 28.1 57.5 116.4 21.2
SGAE [42] 77.6 - - 36.9 27.7 57.2 116.7 20.9
AoANet [28] 77.4 - - 37.2 28.4 57.5 119.8 21.3
X-LAN [5] 78.0 62.3 48.9 38.2 28.8 58.0 122.0 21.9
Our 78.5 63.1 49.4 38.5 28.9 58.2 121.1 22.0

Tables 1–4 shows our single and ensemble/fused models consistently perform better than other
models, which include the RNN baselines (LSTM, LSTM-A), transformer-based methods (AoANet,
X-LAN) and others. Through CIDEr score optimization, our single model is competitive with X-LAN
on CIDEr while our ensemble/fused model improves X-LAN by 0.6%. The performance improvements
demonstrate the key advantage of the fine-grained features and the proposed two-branch fusion
method. LSTM proposes to use LSTM to generate natural sentences and LSTM-A improves LSTM
by focusing on semantic attributes. Hierarchy Parsing (HIP) [14] used a tree structure to segment the
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image and obtain multi-level features. Self-critical Sequence Training (SCST) [38] proposed optimizing
image captioning systems using reinforcement learning. Recurrent Fusion Network (RFNet) [39]
introduces multiple encoders and fusion LSTM to improve sentence quality. Up-Down extracts the
region features from the image to enrich the description. Graph Convolutional Networks (GCN)-
LSTM [40] and Look Back Predict Forward (LBPF) [41] are improvements over LSTM. Auto-
encoding Scene Graphs (SGAE) [42] incorporates the language inductive bias into the caption model
for more human-like captions. AoANet expands the attention of the caption model through two
linear lines, which is conducive to modeling and fusing information of different modes (such as text
and image). X-LAN proposed X-linear attention blocks to optimize the caption model, which can
capture information about higher-order internal modes and multimodal interactions. Our approach
is to optimize image features. The success of our method shows that enriching the details of image
features is an effective way to improve sentence quality.

Table 2: Performance comparisons of standard cross-entropy loss for ensemble/fused models

Metric B@1 B@2 B@3 B@4 M R C S

SCST [38] - - - 32.8 26.7 55.1 106.5 -
RFNet [39] 77.4 61.6 47.9 37.0 27.9 57.3 116.3 20.8
GCN-LSTM [40] 77.4 - - 37.1 28.1 57.2 117.1 21.1
SGAE [42] - - - - - - - -
HIP [14] - - - 38.0 28.6 57.8 120.3 21.4
AoANet [28] 78.7 - - 38.1 28.5 58.2 122.7 21.7
X-LAN [5] 78.8 63.4 49.9 39.1 29.1 58.5 124.5 22.2
Our 79.1 63.8 50.2 39.2 29.1 58.6 124.1 22.2

Table 3: Performance comparisons of CIDEr score optimization for a single model

Metric B@1 B@2 B@3 B@4 M R C S

LSTM [1] - - - 31.9 25.5 54.3 106.3 -
SCST [38] - - - 34.2 26.7 55.7 114.0 -
LSTM-A [15] 78.6 - - 35.5 27.3 56.8 118.3 20.8
RFNet [39] 79.1 63.1 48.4 36.5 27.7 57.3 121.9 21.2
Up-Down [2] 79.8 - - 36.3 27.7 56.9 120.1 21.4
GCN-LSTM [40] 80.5 - - 38.2 28.5 58.3 127.6 22.0
LBPF [41] 80.5 - - 38.3 28.5 58.4 127.6 22.0
SGAE [42] 80.8 - - 38.4 28.4 58.6 127.8 22.1
AoANet [28] 80.2 - - 38.9 29.2 58.8 129.8 22.4
X-LAN [5] 80.8 65.6 51.4 39.5 29.5 59.2 132.0 23.4
Our 80.9 65.8 51.6 39.7 29.6 59.1 132.0 23.4
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Table 4: Performance comparisons of CIDEr score optimization for ensemble/fused models

Metric B@1 B@2 B@3 B@4 M R C S

SCST [38] - - - 35.4 27.1 56.6 117.5 -
RFNet [39] 80.4 64.7 50.0 37.9 28.3 58.3 125.7 21.7
GCN-LSTM [40] 80.9 - - 38.3 28.6 58.5 128.7 22.1
SGAE [42] 81.0 - - 39.0 28.4 58.9 129.1 22.2
HIP [14] - - - 39.1 28.9 59.2 130.6 22.3
AoANet [28] 81.6 - - 40.2 29.3 59.4 132.0 22.8
X-LAN [5] 81.6 66.6 52.3 40.3 29.8 59.6 133.7 23.6
Our 81.8 66.8 52.6 40.7 29.8 59.7 134.3 23.8

4.3.2 Online Evaluation

We use the ensemble versions to generate captions on the official testing set to the online testing
server. Table 5 details the performances over official testing images with 5 reference captions (c5) and
40 reference captions (c40). For online evaluation, we ensemble 4 models and adopt the backbone
ResNet-101. The results clearly show that compared to the baseline X-LAN (ResNet-101), our method
exhibits better performance across most metrics.

Table 5: Comparison with other image captioning models published on COCO online test server

Model B@1 B@2 B@3 B@4 M R C

Metric c5 c40 c5 c40 c5 c40 c5 c40 c5 c40 c5 c40 c5 c40
LSTM-A [15] 78.7 93.7 62.7 86.7 47.6 76.5 35.6 65.2 27.0 35.4 56.4 70.5 116.0 118.0
Up-Down [2] 80.2 95.2 64.1 88.8 49.1 79.4 35.2 68.5 27.6 36.7 56.3 72.4 117.9 120.5
RFNet [39] 80.4 95.0 64.9 89.3 50.1 80.1 38.0 69.2 28.2 35.4 58.2 73.1 122.9 125.1
SGAE [42] 81.0 95.3 65.6 89.5 50.7 80.4 38.5 69.7 28.2 37.2 58.6 73.6 123.8 126.5
GCN-LSTM [40] 80.8 95.2 65.5 89.3 50.8 80.3 38.7 69.7 28.5 37.6 58.5 73.4 125.3 126.5
AoANet [28] 81.0 95.0 65.8 89.6 51.4 81.3 39.4 71.2 29.1 38.5 58.9 74.5 126.9 129.6
HIP [14] 81.6 95.9 66.2 90.4 51.5 81.6 39.3 71.0 28.8 38.1 59.0 74.1 127.9 130.2
X-LAN [5] 81.1 95.3 66.0 89.8 51.5 81.5 39.5 71.4 29.4 38.9 59.2 74.7 128.0 130.3
Ours 81.4 95.6 66.2 90.2 51.7 81.9 39.7 71.8 29.3 38.9 59.2 74.9 128.2 130.9

4.3.3 Qualitative Analysis and Visualization

Fig. 5 shows a few examples of image captioning results by baseline and our proposed method
with ground truth (GT) sentences. As these examples show, our extracted features provide richer
information for the region features, which can help the network better capture the key information
in the image. According to examples 1–4, we can see that all the keywords in GT can be reflected in
our sentences, while X-LAN can only capture part of them. For example, “boat” in 1, “television” in 2,
“grassy” in 3, and “kitchen” in 4 cannot be captured by baseline. In addition, due to the fine-grained
features we extract, we can capture more details and generate more representational expressions. For
example, in 5–6, although the baseline captures the key vocabulary, the description of the target is not
specific enough, while our method uses a rich vocabulary to describe the attributes and states of the
target as much as possible.
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Furthermore, a comparison with GT demonstrates that neither our method nor the baseline
accurately describes the background. For instance, in the first image, numerous boats are depicted
as background since they are far away; therefore, in our description, we will refer to several boats as
one boat. Additionally, our method is unable to capture “temples” in 3 and “wall” in 6. It is challenging
to concentrate on the background information because both fine-grained and region features are more
object-focused. In the following trials, we attempted to extract background features, however, the
sample fusion methods won’t be effective for this feature, necessitating additional research.

Figure 5: Examples of image captioning results by X-LAN and our method, coupled with the
corresponding ground truth sentences

4.3.4 Ablation Study

We performed several ablation studies to compare the two fusion methods. In addition, we record
some attempts in the process of extracting features.

Method We propose two simple fusion methods: the direct fusion method and the two-branch
fusion method. Table 6 shows the impact of these two approaches on the results. The two-branch
method will turn out to be superior to the other. Since both region features and fine-grained features
are object-focused, they have a lot of information in common. While the two-branch fusion method
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can more clearly distinguish between the two aspects and complement each other, the direct fusion
method will render this similar information redundant. In the table, R is the region feature, and F is
the fine-grained feature.

Table 6: Ablation study on the use of two fusion methods (Cross-entropy optimization)

Metric B@1 B@2 B@3 B@4 M R C S

X-LAN (baseline) 78.0 62.3 48.9 38.2 28.8 58.0 122.0 21.9
Concat (R, F) 78.3 63.0 49.3 38.3 28.8 58.1 121.5 21.9
Two-branch (R, F) 78.5 63.1 49.4 38.5 28.9 58.2 121.1 22.0

Feature In 4.3.3, we analyze the gap between our method and GT. To bridge this gap, we extracted
not only fine-grained features but also background features during the experiment. Pyramid features
enter the instance segmentation branch to obtain fine-grained features, while pyramid features enter
the semantic segmentation branch to obtain background features.

Semantic segmentation branch: This branch upsamples the pyramid features to the same scale.
Fig. 6 illustrates this in detail. Starting at the deepest FPN level (1/32 scale), we perform three
upsampling stages to generate feature maps at the 1/4 scale, where each upsampling stage includes 3 × 3
convolution, group norm, ReLU, and 2× bilinear upsampling. This strategy is repeated for FPN scales
1/16, 1/8, and 1/4 (gradually reduced in the incremental sampling phase). The result is a set of feature
maps with the same ratio of 1/4, summed by the elements, and then passed through a 1 × 1 convolution
to obtain the semantic feature. Finally, 1 × 1 convolution, 4× bilinear upsampling, and softmax were
used to generate per-pixel category labels at the original image resolution. Then, the pixels belonging
to the background category are selected to synthesize the background segmentation maps. Each pixel
in the semantic feature takes the maximum value in 54 channels to obtain the feature with channel
1. According to the background segmentation maps, the corresponding region is segmented on the
semantic feature to obtain the background feature.

Figure 6: Detailed extraction methods for background features. Figure adapted from [13]

We experimented with both features. As shown in Table 7, we find that fine-grained features have
a large influence on the indicators Blue but will reduce CIDEr’s scores. However, background features
have an impact on each metric, but the impact is small. Overall, fine-grained features are better. At
the same time, we also tested the fusion of these two features with region features and found that the
results were not ideal. Therefore, we choose to use fine-grained features and adopt the two-branch
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approach as the final method. In Table 7, R is the region feature, F is the fine-grained feature, and B
is the background feature.

Table 7: Ablation study on the use of two features (Cross-entropy optimization)

Metric B@1 B@2 B@3 B@4 M R C S

Concat (R, F) 78.3 63.0 49.3 38.3 28.8 58.1 121.5 21.9
Concat (R, B) 78.1 62.6 49.1 38.3 28.9 58.1 122.1 22.0
Two-branch (R, F) 78.5 63.1 49.4 38.5 28.9 58.2 121.1 22.0
Two-branch (R, B) 78.4 62.9 49.1 38.1 28.5 57.9 120.8 21.7
Concat (R, F + B) 78.4 62.8 49.0 38.1 28.7 57.8 121.5 22.0
Two-branch (R, F + B) 78.3 62.7 49.0 38.0 28.8 58.0 121.4 21.8

5 Conclusion

In this paper, we propose a method that uses the fusion of fine-grained features and region
features to generate captions more accurately. We extract fine-grained features using the Panoptic
FPN algorithm, which offers a fresh perspective on feature extraction. Panoptic FPN can capture
multi-scale information so that more details can be focused. To make the two features better fusion, we
adopted two common fusion methods and compared the two methods. We have performed extensive
experiments on the COCO dataset, and the results show that the effectiveness of our extracted features
and the use of the two-branch method to merge region features and fine-grained can exceed the baseline
on most metrics, and CIDEr reaches 134.3% on the COCO Karpathy test split.

In terms of features, we discover that region features and fine-grained features focus more on the
target and less on the background. In the experimental section, we extracted background features,
however, the fusion result was poor. This gives us two directions for future research: (1) We plan to use
other methods to extract background features; (2) We plan to completely exploit background features
with the aid of a novel fusion method in order to further improve the performance of the model.
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