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Abstract: Glaucoma is a progressive eye disease that can lead to blindness
if left untreated. Early detection is crucial to prevent vision loss, but cur-
rent manual scanning methods are expensive, time-consuming, and require
specialized expertise. This study presents a novel approach to Glaucoma
detection using the Enhanced Grey Wolf Optimized Support Vector Machine
(EGWO-SVM) method. The proposed method involves preprocessing steps
such as removing image noise using the adaptive median filter (AMF) and
feature extraction using the previously processed speeded-up robust feature
(SURF), histogram of oriented gradients (HOG), and Global features. The
enhanced Grey Wolf Optimization (GWO) technique is then employed with
SVM for classification. To evaluate the proposed method, we used the online
retinal images for glaucoma analysis (ORIGA) database, and it achieved high
accuracy, sensitivity, and specificity rates of 94%, 92%, and 92%, respectively.
The results demonstrate that the proposed method outperforms other current
algorithms in detecting the presence or absence of Glaucoma. This study
provides a novel and effective approach to Glaucoma detection that can
potentially improve the detection process and outcomes.

Keywords: Glaucoma detection; grey golf optimization; support vector
machine; feature extraction; image classification

1 Introduction

Glaucoma is a significant cause of irreversible blindness on a global scale. The identification of
glaucomatous eyes involves categorizing them based on specific characteristics s. Blind spots develop
in the glaucoma eye due to damage to optic nerve fibers, but they cannot be detected until the
nerve is damaged [1]. Early identification and treatment are necessary to prevent vision loss caused
by intraocular pressure and malformation or malfunction of the eyes. Glaucoma is classified into
primary angle-closure glaucoma (PACG)and primary open-angle glaucoma (POAG), with PACG
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being asymptomatic and chronic and POAG often having no symptoms until the disease has caused
significant damage shown in Fig. 1. The impact of Glaucoma on vision is progressive, and early detec-
tion is challenging, making consistent eye examinations essential. Manual identification of Glaucoma
is time-consuming, costly, and subjective, highlighting the need for efficient and automated detection
models. Glaucoma has various classes, such as normal tension, congenital, open-angle, and closed-
angle, and there is currently no proper medical tool for early detection and treatment. Computer-
aided diagnostic systems are needed to assist in diagnosing and treating glaucoma patients and for
better decision-making. Various approaches, such as cup-to-disc ratio (CDR) measurement, laser
ophthalmoscopy, and optical coherence tomography (OCT), have been used for glaucoma detection,
but they do not consistently provide satisfactory results. Early detection, as well as treatment, are
crucial to prevent irreversible vision loss. However, Glaucoma often goes undetected until the disease
is advanced, and the damage to the optic nerve is irreversible [2].

Figure 1: Characteristics of glaucoma

Machine learning (ML) has become a powerful tool in various domains, including medical,
agricultural, cybersecurity, and natural language processing. ML can automate tasks, reduce errors,
and provide insights that may be difficult for humans to detect. It has been used for disease diagnosis
[3–5], crop yield prediction [6,7] Cancer diagnosis [8], and many others. Therefore, ML has proven
to be a versatile tool that can benefit various domains and improve efficiency and accuracy in
decision-making processes. Furthermore, Machine learning has emerged as a promising approach in
ophthalmology for assessing various eye diseases, including Glaucoma, diabetic retinopathy, and age-
related macular degeneration [9].

Moreover, Metaheuristic algorithms are important in glaucoma detection because they can
efficiently search for optimal solutions in complex data sets. They can handle large amounts of
data and optimize various aspects of glaucoma detection, such as feature selection and machine
learning algorithm parameters. Metaheuristic algorithms have shown promising results in improving
the accuracy and efficiency of glaucoma detection, making them valuable tools for ophthalmologists
[10]. These approaches utilize machine learning algorithms to analyze multimedia images, visual fields,
and optical coherence tomography, among other diagnostic techniques. Automatic glaucoma detection
models are gaining considerable interest in making reliable and faster decisions. However, existing
automated methods have been developed to detect Glaucoma using fundus images. These methods
extract relevant features from the images using various image analysis techniques, like the cup-to-
disc ratio, vessel features, and texture features. The accuracy of these automated methods in detecting
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Glaucoma is comparable to that of human experts [11]. The motivation behind automated early
detection of Glaucoma using fundus images is to improve the accuracy and efficiency of diagnosis.
Early detection can prevent irreversible vision loss and improve the quality of life for patients.
Additionally, automated methods can be more efficient and cost-effective than manual analysis, as
they do not require highly trained personnel to perform the tests. Therefore, these methods can
make Glaucoma screening more accessible to a larger population [12]. This research addresses these
limitations by adopting efficient preprocessing and feature extraction techniques for better glaucoma
detection results. The main continuations are as follows:

• This study proposed a novel approach that combines Improved Grey Wolf Optimization and
Support Vector Machine to classify glaucoma. The proposed method is easy to implement,
yields significant results, offers high accuracy, and works well for optimization problems with
small and large features.

• EGWO has been utilized to select the optimal subset of features from the initial dataset,
removing redundant and irrelevant features while prioritizing feature relevance.

• To the author’s knowledge, the EGWO-SVM method has not yet been developed or evaluated
for the detection and classification of glaucoma. Hence, a novel combination approach based
on EGWO-SVM is expected to improve diagnostic accuracy significantly.

• The pre-processing and feature extraction procedure involves removing image noise and con-
verting images to grayscale for feature extraction using the speeded-up robust feature (SURF),
histogram of oriented gradients (HOG), and Global features.

• The proposed enhanced classifier is more accurate than current algorithms in detecting the
presence or absence of glaucoma to assist ophthalmologists in treating patients and preventing
permanent vision loss.

This paper proposes a hybrid machine learning model to develop a glaucoma detection system
using the Enhanced Grey Wolf Optimized Support Vector Machine (EGWO-SVM) methodology.
The goal of this research is to determine whether a patient has Glaucoma or not. Section 2 provides
the literature review, Section 3 presents an overview of the proposed approach, Section 2 reviews
the relevant literature, Section 3 defines the problem, Section 4 outlines the proposed approach
respectively, Section 5 presents the experimental findings, and Section 6 concludes the article.

2 Related Work

Li et al. developed a glaucoma detection model using an attention-based convolutional neural
network (CNN). The study utilized data from the Large-Scale Attention-Based Glaucoma (LAG)
database of 11,760 fundus images for negative and positive glaucoma classes. The attention-based
CNN was utilized for glaucoma classification and attention maps of eye-tracking experiments.
Through weakly supervised training, the model predicted attention maps for identifying the salient
regions for glaucoma detection. The study visualized the localized pathological regions to improve
glaucoma detection performance. The proposed system demonstrated superior performance over
other conventional methods [13].

Song, Lai, and Su proposed a novel approach for automatic glaucoma detection using Retinex
theory, Design of Experiment (DOE), generalized loss function, and CNN. This method enhances
the results of fundus images by removing the light effects and restoring the original colors, leading to
improved performance in simplicity and effectiveness. The proposed method has achieved significant
efficiency and robustness compared to conventional approaches evaluated using standard error
metrics. The authors also presented mathematical notations and intuitive graphs for the designed
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model, demonstrating its efficacy in terms of results. Overall, this approach is more suitable for the
real-time detection of glaucoma [14].

Parashar and Agrawal proposed a new algorithm called 2-D Compact Variation Mode Decompo-
sition (2-D-C-VMD) to classify glaucoma stages, including early-stage, advanced-stage, and healthy.
The algorithm involves pre-processing and decomposing images using 2-D-C-VMD to obtain Varia-
tional Modes (VMs), extracting features using Fractal Dimension, Energy, and various entropy mea-
sures from the initial VM, performing dimensionality reduction using Linear Discriminant Analysis
(LDA), and executing classification using a trained Multiclass Least-Squares-Support Vector Machine
(MC-LS-SVM) classifier. The algorithm’s performance is evaluated using tenfold cross-validation
and compared with other approaches [15]. The authors later incorporated Two-Dimensional Tensor
Empirical Wavelet Transform (2D-T-EWT) for pre-processing images to perform image decompo-
sition and obtain Subband Images (SBIs). The features were extracted using techniques such as
moment-invariant, chip histogram, and Grey Level Co-Occurrence Matrix (GLCM), and reliable
features were selected by ranking them with the student’s t-test algorithm. Finally, the MC-LS-
SVM classifier was utilized to attain the final classification outcomes. The proposed algorithm’s
performance was evaluated using tenfold cross-validation and compared with other methods, where
the results demonstrated superior outcomes in glaucoma classification [16].

Pruthi et al. proposed an automated detection method for the optic cup using the Glowworm
Swarm Optimization algorithm. The algorithm utilizes glowworms as agents to construct solutions
based on the intensity gradient within the cup region. The adaptive neighborhood behavior of the
glowworms enables the algorithm to explore effectively, resulting in accurate detection of the optic
cup region, even in images with low contrast or weak cup boundaries. The algorithm’s performance
was evaluated on multiple datasets, including RIM-ONE, DRIVE, STARE, DRIONS-DB, and
DIARETDB1. The proposed method achieved a minimum overlapping error of 22.1% for DRIONS-
DB, surpassing other techniques such as thresholding-based, ellipse fitting, and ant colony optimiza-
tion algorithms [17].

Septiarini et al. proposed a method for localizing the disc and segmenting the cup in retinal
fundus images using a masking technique to prevent misclassification and edge detection to form the
cup’s structure. The performance of the approach is evaluated on two datasets, D-I and D-II, which
demonstrate promising outcomes. The disc localization exhibits an average F-score of 0.96 and an
average boundary distance of 7.7 for D-I and 0.96 and 9.1, respectively, for D-II. The cup segmentation
shows an average F-score of 0.88 and an average boundary distance of 13.8 for D-I and 0.85 and 18.0,
respectively, for D-II. The estimation errors of the method for the vertical cup-to-disc diameter ratio
against expert results are similar for D-I and D-II. These findings suggest that the proposed method
is robust and can be utilized for glaucoma evaluation [18].

Juneja et al. has developed an Artificial Intelligence-based expert system for glaucoma detection
by performing optic disc and cup segmentation using a Deep Learning architecture with CNN. The
system has achieved an accuracy of 95.8% for disc segmentation and 93% for cup segmentation. DC-
Gnet is another deep learning-based network introduced to diagnose glaucoma by discriminating disc
cups, using structural features such as cup-to-disc ratio, disc damage likelihood scale, and regions
in the inferior, superior, nasal, and temporal regions. The performance of the DC-Gnet segmentation
approach has been evaluated on the RIM-One and Drishti-GS datasets and has demonstrated superior
segmentation accuracy when compared to other deep learning-based architectures like U-net, Gnet,
and Deep-lab [19,20]. Abdel-Hamid et al. has also proposed a wavelet-based algorithm that can detect
glaucoma in real-time. The algorithm has achieved an accuracy of 96.7% and an area under the receiver
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operating curve (AUC) of 94.7% for a high-resolution dataset. The proposed algorithm uses wavelet-
based statistical and textural features, which are relevant for glaucoma detection and can be utilized
for real-time applications as it processes high-resolution retinal images in less than 3 s [21].

3 Problem Definition

Glaucoma is a prevalent eye disease worldwide, but its cure is currently unavailable. Early detection
and treatment of glaucoma can help prevent blindness, but the analysis becomes challenging due to the
shortage of highly qualified ophthalmologists. Therefore, various techniques have been implemented
for the classification and detection of glaucoma, which is summarized in Table 1

Table 1: Literature analysis

Authors name Approaches Advantages Drawbacks

Li et al. [13] AG with
convolutional neural
network

A subnetwork performs tasks
such as classification,
prediction, and localization.

The data was trained in a
manner that was weakly
supervised

Song et al. [14] Convolutional
neural network

It enhances the effectiveness
and robustness of the system’s
performance.

This method incurs
significant maintenance
costs and requires
considerable time to
execute.

Parashar et al.
[15,16]

Multiclass least-
squares-support
vector machine

This method is completely
adaptive and able to enhance
the sharpness of the
boundaries of fundus images

This approach is limited to
the analysis of a small
number of datasets

The method has low
computational complexity
and exhibits high
effectiveness.

It is crucial to improve the
classification rate
performance.

Pruthi et al. [17] Glowworm swarm
optimization
approach.

It lowers the average minimum
overlapping error efficiently.

It failed to calculate CDR.

Septiarini et al. [18] Automatic
thresholding with the
morphological
operation.

It enhances accuracy. It needs more enhancement
in terms of effectiveness.

Juneja et al. [19] Deep learning
convolution
network.

It obtained better accuracy. It has high computational
complexity.

(Continued)
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Table 1: Continued
Authors name Approaches Advantages Drawbacks

Juneja et al. [20] DL-based disc cup
segmentation
glaucoma network

It offers improved detection. It does not use an Effective
database for analysis.

Abdel-
Hamid et al. [21]

Contrast limited
adaptive histogram
equalization
(CLAHE)

It was affordable, and
processing a high-resolution
retinal image required less
time

It is necessary to enhance
performance.

The abovementioned limitations have motivated researchers to develop a new glaucoma detection
and classification model using deep learning techniques.

4 Methodology

Glaucoma, commonly termed the “Sneak Thief of Sight,” is a chronic eye disease that progres-
sively deteriorates eyesight in unknowing patients. There are no specific symptoms during the early
stages of Glaucoma, and regular eye tests can only detect the disease. The goal is to prevent blindness
and vision loss by detecting Glaucoma early and treating it promptly. In the medical field, the issue of
Computer-Aided Diagnostic (CAD) System is a hot area of study because it is a vital tool that assists
health professionals in detecting various severe disorders, allowing them to make a more accurate
decision. Various CAD systems have been advocated for detecting Glaucoma. The suggested method
is a CAD system that accurately detects Glaucoma [22–24].

The EGWO-SVM approach detects the presence or absence of Glaucoma. Pre-processing steps
include converting the input image to greyscale, removing noise with Adaptive Median Filter (AMF),
and performing image normalization.

Feature extraction is now performed, speeded-up robust feature (SURF), histogram of oriented
gradients (HOG) features combined with Global features extracted from the pre-processed image.
Standard Deviation, Variance, and Mean are the three global characteristics. Furthermore, classifica-
tion is carried out using the support vector machine (SVM) of the enhanced grey wolf optimization
(EGWO) approach. Fig. 2 shows the suggested technique’s configuration [25].

4.1 Pre-Processing

Pre-processing an image can improve the feature extraction performance and image analysis
results. The first step in this stage is to convert the input image to a grayscale. After that, the noise
is eliminated using AMF, and the image is normalized, as depicted in Fig. 3.

4.1.1 Grayscale Transformation

To achieve a consistent intensity in an image, retinal nerve fiber (RNF) images are converted into
grayscale images. The resulting grayscale image consists of pixel values, each of which represents a
single sample indicating the amount of light and carrying only intensity data. By converting the RNF
images to grayscale, a consistent intensity is achieved across the entire image.
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Figure 2: Proposed scheme

(a)Original (b)Pre-processed 

Figure 3: (a) Original and (b) pre-processed image

4.1.2 Noise Elimination

When the noise probability exceeds 20%, the conventional median filter (MF) becomes less
effective. In addition, the traditional MF fails to detect noise points within the window. Moreover,
when the percentage of invalid noise points exceeds 50%, the significance of the filter loss increases
as the median point is replaced by a noise point. To address these challenges, Adaptive Median Filter
(AMF) has been introduced, which offers a criterion for judging whether a noise point is suitable
for substituting the median point or not. AMF can be utilized for removing noise from an image. In
AMF, each pixel of an image is compared with its neighboring pixels individually to determine if it
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constitutes noise. The size of the neighboring pixel is adjusted based on the threshold size. Impulse
noise is identified as a pixel that is different from its closest neighbors and is not sufficiently associated
with comparable neighbor pixels. The estimated median-valued pixel of the neighboring pixels is then
substituted with these noise-based pixel values that pass the noise label testing.

A local window is created to check the neighboring characteristics for each extreme pixel, which
moves from left to right and top to bottom. The center pixel of the window is the one being
reconstructed from the other pixels within the window. Only non-extreme pixels are used in the local
window to rebuild the noise-corrupted center pixel. The local window is expressed by Eq. (1).

W2k+1 (u, v) = Xu+m,j+n (1)

where k specifies the window size, that is an optimistic integer. Xu,v Represents the input pixel in the
local window’s uth row and jth column. The window size is calculated as (2k + 1) × (2k + 1).

The weighting factor is calculated using the total non-extreme pixels. A non-extreme label
determines whether a pixel is non-extreme, such as:

F non-extreme
u,v =

{
1, if Xu,v ∈ non−extreme pixels
0, otherwise

(2)

If the pixel Xu,v Has a non-extreme value; it is said to have a unity value. As a result, the pixel is
considered noise-free that is employed to adjust the weight factor for changing the extreme value of
the center pixel. On the other hand, when there is an Xu,v The extreme pixel value, the non-extreme
value, is set to zero. This denotes the noise candidate pixel. It is not used when deciding whether or
not to reconstruct a noise pixel.

4.1.3 Normalization

The range of pixel intensity values in an image is changed by normalization throughout the whole
dataset range [0 to 255]. It is a procedure for balancing the values of all single attributes and reducing
the data set’s feature-related bias with higher values by sorting them in a balanced order. Normalizing
the available data assures equal weight distribution to each variable. The maximum value of every
attribute in the database is normalized to the same [0–1] range as the highest value. Consequently,
normalization reduces the particular training error, allowing the efficiency of the classification issue
to be established.

At this stage, the images are normalized to [0, 1] using the conventional approach of Eq. (3).

i = lower +
[

upper − lower × val − val_min
val_max − val_min

]
(3)

where val_min designates the minimum original value, val_max represents the maximum actual value,
i shows the normalized expression level, and upper − lower equals 1 (0) for all expression levels in
the images under evaluation. As a result, following normalization for all genes, val_min equals 0 and
val_max equals 1.

4.2 Feature Extraction

Feature extraction is an approach that aims to extract relevant information from raw data. These
extracted features are crucial in differentiating between classes. However, irrelevant variations in the
input data can render these classes insensitive, and the amount of data required for training may
become too large. To address these issues, this method reduces the data dimensionality by assessing
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features or positive characteristics that distinguish one input sample from another. The parameter
settings that adequately and uniquely represent a character’s form are discovered during this process,
and a feature vector is generated for each character’s identity. In the case of Glaucoma identification,
features such as SURF and global features like mean, variance, standard deviation, and HOG are
utilized.

4.2.1 Speeded-up Robust Feature (Surf)

This approach involves utilizing a BLOB detector centered on a Hessian matrix to set the points.
It uses wavelet responses in vertical and horizontal dimensions and appropriate Gaussian weights for
feature orientation mapping and description. A neighbor surrounding the critical point is chosen and
divided into sub-regions. The wavelet responses are evaluated and indicated for each sub-region to
provide the SURF descriptor. Eq. (4) illustrates the descriptor vector v for each sub-region.

v =
(∑

du,
∑

dv,
∑

|du| ,
∑

|dv|
)

(4)

4.2.2 Global Features

Global features are employed to represent the entire image, and they offer a concise image
representation in which each image corresponds to a point in a higher-dimensional space. The mean
of the feature set is calculated using Eq. (5) and represents the arithmetic average of the specified set.

Mean μ =
∑

pi

N
(5)

where, pi Indicates the pixels, and N shows the total pixels.

Standard deviation: is the metric for calculating the total variation or dispersion in a group of
data values. It is calculated using Eq. (6).

SD =
√∑N

i=1 (pi − p)
2

N − 1
(6)

where, pi Denotes the pixels while the total pixels are denoted by N.

Variance: The spread between values in the feature set is measured in variance, a dimension of the
spread. The variance indicates how much each piece of data deviates from the mean. It is calculated
using Eq. (7).

Variance =
∑

(pi − p)
2

N − 1
(7)

4.2.3 Histogram of Oriented Gradients (HOG) Feature

It is a characteristic used to drive image processing and computer vision recognition. This method
adds up the occurrences of gradient orientation in an image’s localized rations. It calculates and collects
data from a gradient histogram in a localized area of the predominant image to draw the features. Fig. 4
shows the HOG-centered feature extraction.

The HOG features of the image can be extracted and integrated with other features and the
classifier in this process, allowing it to be applied to specific scenarios and achieve its related purpose,
as shown in the figure above.
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Figure 4: HOG-centered feature extraction

Gradient calculation: Firstly, to extract the HOG feature, calculate the different values for u and
v directions using the following Eqs. (8) and (9).

fu(u, v) = f (u + 1, v) − f (u − 1, v) (8)

fv(u, v) = f (u, v + 1) − f (u, v − 1) (9)

where f (u, v) signifies the brightness value for the image of (u, v). Eqs. (10) and (11) are used to compute
the magnitude arg and direction θ in (u, v).

arg(u, v) = √
fu(u, v)2 + fv(u, v)2 (10)

θ (u, v) = arctan
fu (u, v)
fv (u, v)

(11)

Histogram generation: Each Cell’s histogram is based on the previously estimated gradient
magnitude and direction. In a Cell, the orientated gradients are split as a bin, and the necessary bins
are obtained. Cells evenly divided from a block are precisely collected to produce feature vectors.

Block normalization: The range of the gradient value is relatively vast due to block normalization,
which is based on the variety of the change in the image backdrop and illumination condition. As a
result, proper normalization is vitally crucial for detection once feature extraction is completed. The
feature vector v is normalized by dividing it by L2-norm.

v −→ v√‖ v ‖2
2 +ε2

(12)

where v is a normalized vector, and ε is the small constant divided by 0 and is normally 1.

4.3 Enhanced Grey Wolf Optimization SVM-Based Scheme

The proposed technique integrated the enhanced GWO with the SVM classifier to detect
Glaucoma.

4.3.1 Binary Grey Wolf Optimization

Grey wolf optimization (GWO) was first presented as a met heuristic technique by
Mirjalili et al. [26] in 2014. It is based on grey wolves’ hunting behavior and social leadership in
their natural environment. Every GWO iteration assumes that alpha, beta, and delta are the three
best-fitting candidate solutions. They direct the population to the most probable areas of the search
space. Omega is the name given to the remaining grey wolves intended to aid alpha, beta, and delta
in the surrounding, hunting and attacking prey, resulting in optimal solutions. Fig. 5 shows the grey
wolf hierarchical social structure.
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Figure 5: Hierarchy of the Grey Wolves (GW) [26]

The following equations are developed to mimic the encircling behavior of grey wolves
mathematically

�D =
∣∣∣ �C · �Xp(t) − �X(t)

∣∣∣
�X(t + 1) = �Xp(t) − �A · �D (13)

where t specifies the current iteration, �A = 2�a.�r1 − �a, �C = 2�r2, �Xp stands for the prey’s position vector,
�X stands for the grey wolf’s position vector, �a is reduced gradually from 2 to 0, and �r1 and �r2 Designates
the random vectors in the [0, 1] interval.

The following equations are suggested to mathematically model grey wolf hunting behavior, as
shown in Fig. 6.

�Dα =
∣∣∣ �C1 · �Xα − �X

∣∣∣
�Dβ =

∣∣∣ �C2 · �Xβ − �X
∣∣∣

�Dδ =
∣∣∣ �C3 · �Xδ − �X

∣∣∣
(14)

�X1 = �Xα − �A1 · �Dα�X2 = �Xβ − �A2 · �Dβ�X3 = �Xδ − �A3 · �Dδ

(15)

�X(t + 1) = �X1 + �X2 + �X3

3
(16)

This paper suggests a novel binary GWO (EGWO) for the feature selection challenge. Fig. 7
depicts a flowchart of the suggested EGWO. Each grey wolf in the EGWO has a flag vector the same
length as the total number of data points. The following equation characterizes the position when a
grey wolf’s position is upgraded by (3)–(16).
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Figure 6: The hunting behavior of grey wolves involves multiple stages. (A) The first stage includes
chasing, approaching, and tracking prey. (B–D) Once the prey has been identified, the wolves begin
pursuing and harassing it, as shown in B–D. They may also encircle the prey to prevent escape. (E)
Finally, when the wolves are stationary, they may attack the prey [27]

flag i,j =
{

1 Xi,j > 0.5
0 otherwise (17)

where Xi, j Designates the ith grey wolf’s jth position.

4.3.2 Support Vector Machine (SVM)

Support Vector Machine (SVM) is a classification approach that leads to improving the gener-
alization capabilities of machine learning by lowering structural risk. The most crucial idea is the
maximum margin technique, which can solve a convex quadratic programming issue. SVM has been
used in many disciplines because of its superior properties [28–31].

In a binary classification issue, a hyperplane ωTx + b = 0 splits the samples, where ω signifies
coefficient vector in a d-dimensional coordinate space that is normal to the hyperplane, x are datasets,
and b designates the offset from the origin. SVM’s primary goal is to obtain the outcomes of ω and b. ω
can be resolved in the linear case by using Lagrangian multipliers. Support vectors are the data points

adjacent to the maximum border. As a consequence, the solution of ω is as follows: ω =
n∑
i=1αiyixi

Where n denotes the number of SVs and yi Denotes the labels that relate to data samples x.
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Figure 7: Flowchart of EGWO

Following that, b can be deduced from yi(wTxi + b − 1 = 0, where xi Are SVs. After determining
ω and b, the linear discriminant function can be written as:

g (x) = sgn

(
n∑

i=1

αiyixT
i x + b

)
(18)

A broad concept of kernel trick is presented in nonlinear circumstances. The decision function,
on the other hand, can be stated as follows:

g(x) = sgn

(
n∑

i=1

αiyiK (xi, x) + b

)
(19)

Kernel functions can be any positive semi-definite functions that meet Mercer’s criterion [32],
namely the Gaussian kernel

(
K (x, xi) = exp

(−γ ‖ x − xi ‖2
))

and polynomial kernel (K (x, xi) =((
xTxi

) + 1
)d

). The key parameter settings of SVM are preserved below.
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Fitness function: arg min
(

1
n

∗ ∑N

i=1 max (0, 1 − yi (xi.w − b)) + ∥∥λw2
∥∥)

Regularization parameter.

Data normalization y = x − μ

σ
“Where μ and σ represent each feature’s

sample mean and standard deviation”.
Regularization parameter λ 1
Learnable model parameters Typically initialized [−1, 1] w, b
Kernel function Radial basis function (RBF)
Mult-class coding style One vs. all

4.3.3 Proposed Scheme

In this section, we will discuss the proposed approach, which is the enhanced gray wolf
optimization-support vector machine (EGWO-SVM) method consisting of two main steps. The first
step involves the EGWO algorithm, which iteratively searches the feature space to find the best feature
combination. In the second step, the SVM uses the best feature subset to predict classification accuracy.
The flowchart of the EGWO-SVM approach is shown in Fig. 8. The EGWO algorithm searches for
the optimal feature combination by maximizing the classification accuracy while using the minimum
number of features. During the 10-fold cross-validation procedure, the fitness function used to evaluate
the selected features is the average classification accuracy.

5 Experimental Setup and Designs
5.1 Dataset Description

ORIGA (Online Retinal Images for Glaucoma Analysis) [33] dataset is commonly used to develop
and evaluate algorithms for detecting glaucoma, which can cause vision loss and blindness if left
untreated. The dataset includes high-resolution retinal images of both healthy eyes and eyes with
glaucoma, along with annotations for the optic disc and cup regions. This dataset comprises 650 retinal
fundus images, with 386 images from normal eyes and 264 from glaucomatous eyes. Each image is in
JPEG format and has a resolution of 768 × 584 pixels. The images were captured with a Topcon
TRC-50DX retinal camera with a 50-degree field view, and ground-truth annotations for the optic
disc and cup regions accompany each image. Sample images from the ORIGA dataset are shown in
Fig. 9. Moreover, the dataset contains a manually segmented cup and disc for each image, a cup-to-
disc ratio (CDR), and labels for glaucomatous and normal images. The ORIGA dataset is a popular
choice for glaucoma detection research due to its large size, relatively balanced distribution of positive
and negative cases, and the use of independent grading by experienced ophthalmologists, providing
trustworthy ground truth for algorithm evaluation. The size and balanced distribution of the dataset
contribute to improved robustness and generalizability of the proposed method, while independent
grading helps avoid bias in evaluation.
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Figure 8: Flowchart of EGWO-SVM
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Figure 9: Sample images from the ORIGA dataset

5.2 Experimental Setup

Several approaches were used for robust assessment to validate the suggested strategy, including
SVM, NN, NAÏVE BAYES, and EGWO-SVM. SVM was implemented using Chang and Lin’s
LIBSVM implementation [34]. Before classification, the data was scaled into the domain [1, 1]. The test
was run on a Windows 10 system with 8 GB RAM and an AMD Athlon 64 X2 Dual Core Processor
5000+ (2.6 GHz).

5.3 Results and Discussion

Due to several factors, the proposed approach performed much better than existing methods in
detecting the presence or absence of Glaucoma. First, the pre-processing procedure, which involved
removing image noise using the Adaptive Median Filter (AMF) and converting the input image to
grayscale, helped to improve the quality of the image, making it easier for the feature extraction process.
Second, using multiple features, including previously processed SURF, HOG, and Global features,
allowed the algorithm to capture a wide range of image characteristics relevant to Glaucoma detection.
Finally, using the Enhanced Grey Wolf Optimization (GWO) technique with SVM for classification
allowed for optimizing the algorithm parameters, leading to higher accuracy in detecting Glaucoma.
Overall, the combination of these factors contributed to the superior performance of the proposed
approach compared to existing methods.

5.3.1 Evaluation Criteria

The performance analysis of EGWO-SVM is estimated in this section. There are various per-
formance [35] indices to evaluate a model. Performance measures including accuracy, specificity
precision, recall, and F-measure, FPR (False Positive Rate), NPV (Negative Predictive Value), FNR
(False Negative Rate), MCC (Mathew’s Correlation Coefficient), and FRR (False Rejection Rate) are
used to examine and contrast the proposed scheme.

Accuracy = (TP + TN)/(TP + TN + FP + FN) (20)

Specificity = TN/(TN + FP) (21)

Recall = TP/(TP + FN) (22)

Precision = TP/(TP + FP) (23)

F measure = 2TP/(2TP + FP + FN) (24)
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5.3.2 Comparative Analysis

The suggested EGWO-SVM approach differs from existing SVM, Nave Bayes, and NN methods.
Fig. 10 depicts the performance measures precision, recall, and F-measure. Table 2 indicates that
the existing classifier Nave Bayes performs much worse than all other classifiers. The current SVM
classifier prefers the existing Nave Bayes classifier. However, the suggested EGWO-optimized SVM
outperforms it. The SVM classifier has good accuracy, recall, and F-Measure values. GWO is used
to optimize SVM (i.e., the suggested EGWO-SVM). It outperforms all other classifiers in terms of
effectiveness.

Figure 10: Comparative analysis of various approaches

Table 2: State-of-the-art comparison

Author Year Dataset Methodology Accuracy

Kannan Vaddadi [36] 2020 ORIGA Deep learning with convolutional
neural network (CNN)

92.6%

Chen et al. [37] 2019 Transfer learning from
InceptionV3 with support vector
machine (SVM)

88.9%

Tariq et al. [38] 2019 Deep learning with CNN 87.7%
Chaudhari et al. [39] 2019 Gabor wavelets and random

forest classifier
86.6%

Saxena et al. [40] 2020 Deep learning with CNN and
transfer learning from ResNet-50

86.3%

Pandey et al. [41] 2020 Wavelet-based features and SVM
classifier

81.6%

Proposed 2023 EGWO-SVM 94%

Fig. 11 displays the existing and suggested techniques’ accuracy, sensitivity, and specificity. SVM
and NN have almost equal metrics in this scenario. Furthermore, SVM has a smaller sensitivity value
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than the conventional NN. The suggested EGWO-NN, on the other hand, outperforms the NN in
terms of accuracy, specificity, and sensitivity. The conventional Nave Bayes outperforms all other
measures evaluated, whereas the suggested EGWO-NN outperforms them all.

Figure 11: Comparative analysis of various approaches

In terms of NPV and FPR, the performance of SVM is approximately the same. When SVM
is optimized using EGWO, NPV, FNR, FPR, FRR, and MCC significantly improves. Nonetheless,
the suggested classifier outperforms all previously specified classifiers. Fig. 12 shows the existing and
suggested NPV, FNR, FPR, FRR, and MCC techniques. In this scenario, the classifier Nave Bayes
performs the worst.

Figure 12: Comparative analysis of NPV, FR, FNR, MCC, and FRR

Table 2 and Fig. 13 show the proposed EGWO-SVM approach accuracy comparison with the
state-of-the-art methodologies using the ORIGA dataset.
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Figure 13: Accuracy comparison

5.3.3 Performance Analysis

The performance of the suggested EGWO-SVM approach and conventional classifiers such as
NN, Nave Bayes, and SVM are equated and examined, and the graph illustrates the findings. Fig. 10
compares and contrasts the suggested and conventional classifiers regarding recall, precision, and F-
measure. The suggested EGWO-SVM’s F-measure outperforms the SVM, NN, and Naive Bayes. The
conventional SVM and Nave Bayes perform worse than the suggested EGWO-SVM and the existing
NN regarding the recall. As a result, the suggested EGWO-SVM acts better. In terms of accuracy,
the suggested EGWO-SVM outperforms the competition. As a result, it can be concluded that the
suggested approach performs better on the contrasted measures.

Fig. 11 compared and contrasts the current and suggested classifiers’ effectiveness on sensitivity,
specificity, and accuracy criteria. Regarding sensitivity, the suggested EGWO-SVM varies from NN,
Nave Bayes, and SVM. The suggested EGWO-SVM varies from neural network (NN), Nave Bayes,
and SVM in terms of specificity. The suggested EGWO-SVM accuracy varies from NN, Nave Bayes,
and SVM. It may be determined from these contrasting values that the suggested IGW-SVM performs
better.

Regarding NPV and MCC measures, Fig. 12 illustrates the suggested performance and current
classifiers. The current Nave Bayes classifier performs poorly in terms of MCC compared to other
classifiers. The traditional SVM and NN are superior at considering the current Nave Bayes model.
However, compared to all of the existing approaches, the suggested EGWO-SVM outperforms them
all. The NPVs of NN and the proposed EGWO-SVM are almost identical. However, the suggested
EGWO-SVM has the optimum showing of all the classification approaches.

Regarding FPR, FNR, and FRR, Fig. 10 shows the suggested performance and current classifiers.
According to Figs. 10–12, the Nave Bayes has the largest FPR, FNR, and FRR of all the classifiers,
indicating the lowest efficacy. A minor performance is concluded among all the compared classifiers
in the current Nave Bayes. The suggested EGWO-SVM has the least values of FPR, FNR, and FRR
and shows improved efficiency than the other classifiers.
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6 Conclusion

Early detection and timely treatment are crucial in preventing vision loss and blindness caused
by Glaucoma. This study presented an Enhanced Grey Wolf Optimization SVM (EGWO-SVM)
approach for detecting Glaucoma in patients. The performance of the proposed method was compared
to that of other popular techniques, including Naive Bayes, NN, and SVM, using various measures
such as accuracy, precision, recall, F-measure, specificity, sensitivity, NPV, FNR, FPR, FRR, and
MCC. The results of the experiments showed that the suggested EGWO-SVM approach was more
accurate than other comparable current approaches, such as NN, Naive Bayes, and SVM. Further-
more, the suggested EGWO-F-measure SVM approach outperformed NN, SVM, and Naive Bayes.
Additionally, the suggested approach outperformed all of the measures. The limitations of this study
include the use of a single dataset and the limited size of the dataset used for testing the proposed
algorithm. Future work could involve testing the EGWO-SVM method on larger datasets from
different sources to evaluate its generalizability and robustness. Furthermore, further optimization of
the algorithm parameters could be explored to improve the accuracy and efficiency of the algorithm.
Finally, the feasibility of implementing the proposed method in clinical settings could be studied,
considering the potential challenges in integrating such algorithms with current diagnostic tools and
workflows in ophthalmology clinics. The proposed approach has the potential to be applied in clinical
settings to improve the early detection of Glaucoma and help prevent vision loss and blindness.
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