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Abstract: Sleep spindles are an electroencephalogram (EEG) biomarker of
non-rapid eye movement (NREM) sleep and have important implications
for clinical diagnosis and prognosis. However, it is challenging to accurately
detect sleep spindles due to the complexity of the human brain and the
uncertainty of neural mechanisms. To improve the reliability and objectivity
of sleep spindle detection and to compensate for the limitations of manual
annotation, this study proposes a new automatic detection algorithm based
on Matching Pursuit (MP) and Least Squares Boosting (LSBoost), where
the automatic sleep spindle detection algorithm can help reduce the visual
annotation workload of sleep clinicians. Specifically, MP is a time-frequency
analysis method suitable for extracting spindle wave characteristics, which
can accurately locate spindle waves on a time-frequency plane. LSBoost is
an ensemble learning classification method to deal with unbalanced data.
Initially, the MP method is used to search for EEG segments that are possible
spindle waves from the filtered raw EEG data. Then, the designed feature
segments are thrown into the LSBoost classifier to further identify the real
spindles from all candidates and output the final results. The proposed method
is verified on the common public dataset DREAMS. The experiment results
show that the sensitivity and F1-scores based on the sample-based assessments
achieve 68.2% and 55.4%, respectively. Furthermore, the Recall and F1-score
based on the event assessments are 83.8% and 70.8%, respectively. These
results show that the proposed algorithm is robust to the subject changes in
the DREAMS dataset. In addition, it improves the quality of sleep spindle
detection, which is expected to assist the manual marking of experts.
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1 Introduction

Sleep is essential, particularly in the early stages of life, for brain maturation and the development
of the central nervous system [!]. The study of sleep is largely undertaken using a sleep EEG. In
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clinical practice, sleep spindles are often used to evaluate sleep phase abnormalities. As one of the
markers of the second stage of NREM sleep, the sleep spindle, is one of the most important sleep
events in the sleep microstructure, and is commonly generated in the thalamus cortex system [2,3].
The density, number and amplitude of spindle activity have been shown to be related to general
cognitive ability, sleep disorders, learning and memory [4-8]. Furthermore, spindle activity can be
used as one of the indicators to identify patients with a disorder of consciousness (DOC), that is,
to identify patients with a minimal consciousness state and an unresponsive syndrome [9]. Spindle
wave disorder is an important symptom of many early neurological diseases. Clinically, many mental
diseases, such as Parkinson’s disease [3,10], Alzheimer’s disease [11,12], autism [13,14], schizophrenia
[15] and epilepsy [16,17], have been proven to be closely related with abnormal spindles. Therefore,
spindles are considered to be a biomarker of brain health and play an important role in clinical
diagnosis and prognostic significance. It is crucial to detect sleep spindles rapidly and accurately for
clinical diagnosis.

Traditional sleep spindle detection methods rely on manual annotation of the EEG by profes-
sionals, which is labor-intensive and inefficient. Rechtschaffen and Kales standards and the American
Academy of Sleep Medicine Manual (AASM) are the two most commonly used sleep criteria.
Specifically, Rechtschaffen and Kales defined a spindle wave as a burst of oscillatory activity on the
EEG with a frequency of 12-14 Hz that occurs during NREM sleep state 2 and lasts at least 0.5-3 s
[18]. The AASM modified Rechtschaffen and Kales’ standard guidelines for sleep classification and
proposed new guidelines for the terminology, recording method and scoring rules pertaining to sleep-
related behaviour [19]. The AASM standard defines the sleep spindle as a sinusoidal spindle-shaped
EEG signal lasting at least 0.5s, with a frequency distribution between 11-16 Hz [20]. Many current
studies use the AASM standard as the gold standard for the automatic detection and evaluation of
spindle events [21]. However, even with detailed rules and guidelines for detecting sleep spindles, the
manual detection task is still onerous and costly. Furthermore, due to the subjective understanding of
the AASM standard and the differences in experience, the annotation results of different experts may
be inconsistent [21]. Therefore, to improve the reliability and objectivity of detecting spindle activity
and to compensate for the limitations of the manual detection of spindle events, it is very important
to explore algorithms to automatically detect sleep spindle events.

This study presents an autonomous sleep spindle detection algorithm combining MP and LSBoost
22]. Unlike previous studies that used the MP method to identify sleep spindles [23,24], this study
considers the MP as a pre-detection step to search for potential sleep spindles. Then, to obtain a
reliable label for the EEG segments, this study creates representative EEG characteristics and trains
an ensemble learning classifier called LSBoost to eliminate the high-frequency alpha waves recognized
by MP. The experiment results on the public DREAMS dataset demonstrate the effectiveness of
the proposed method for the automatic detection of sleep spindles. The novelty of our work can be
summarized as follows:

e To accurately locate the possible sleep spindles from raw EEG data, we adopt the MP method
as a pre-detection step.

e We propose the MP-LSBoost scheme for automatic sleep spindle detection and validate its
efficiency on the public DREAMS dataset.

The remainder of this paper is structured as follows. Section 2 describes the data and annotation
criterion. It then presents the proposed method including MP and LSBoost. The experiment findings
and a performance evaluation are shown in Section 3. Section 4 discusses the strengths and weaknesses
of the study approach. Conclusions are presented in Section 5.
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2 Related Work

Current mainstream automatic spindle detectors are based on signal processing that is, to identify
the amplitude information [25] or the time-frequency information [26] of the spindle event. The
detection methods that use amplitude information include Teager energy operator (TEO) [25,27]
and the root mean square of amplitude [28]. Jiang et al. used the TEO with adaptive parameters to
detect a large number of EEG segments containing spindle wave amplitude information and a bagging
classifier to pick out the wrong sleep spindles to ensure that all detected spindles are ground truth [25].
This method achieved an Fl-score of 54.5% on the open DREAMS dataset. Schimekek developed a
spindle wave detector for rapid alpha activity. He compared the peak-to-peak amplitude of EEG data
with the amplitude standard to screen out spindle wave segments, and then calculated the ratio of the
root mean square of alpha to the root mean square of the spindle wave. If it is greater than 1.2, it is a
fast alpha wave and removed, with an accuracy of 89.7% [28]. However, using amplitude information
to identify spindles has several limitations. On the one hand, as the amplitude contains less spindle
wave information, judgements based on it are unreliable, and often result in excessive error detection.
On the other hand, it is well known that EEG is a non-stationary signal, and the amplitude of each
spindle wave changes with time, which makes it difficult to accurately detect and locate the spindle
wave band.

The detection methods utilizing time-frequency information include band-pass filtering [29],
continuous wavelet transform decomposition [30,31], short-time Fourier transform (STFT), MP [32]
and so on. Of these, the signal segment included in the event detected by short-time Fourier transform
cannot be too short, otherwise it is easy to miss detection [33]. Although wavelet decomposition has
advantages in detecting short-lived events, some studies have found that wavelet-based methods are
prone to filter distortions, which adversely affects the analysis of short-term events such as spindles
[34]. LaRocco et al. used the MP with Gabor atoms to decompose the signal and detect the spindle
using parametric analysis [23]. The authors validated the performance of their algorithm on the
DREAMS dataset, achieving an Fl-score of 66.7%. Lachner-Piza et al. first computed features of
the EEG (e.g., spectral power and amplitude) and filtered out redundant features, and then used a
binary support vector machine to classify the spindles [35]. They reported a sensitivity of 53.0% and
a precision of 37.0% on the DREAMS dataset. Causa et al. [36] used the Hill-Huang transform to
combine the two pieces of information to detect spindles. Parekh et al. considered the EEG as the
sum of transient and oscillatory components [37], and detected spindles using a bandpass filter and
the TEO. The proposed method achieves an Fl-score of 66.0% on the DREAMS dataset. Overall,
the performance of the detection methods based on time-frequency information is generally higher
than that of methods based on amplitude information. The accurate determination of the onset and
offset of each spindle segment is the most important task in sleeping spindle assays. More efficient
time-frequency analysis techniques should be explored to further enhance the detection efficacy of
sleep spindles.

3 Method
3.1 Dataset

The DREAMS dataset [38] is a public dataset consisting of 30-min excerpts taken from clinical
polysomnography (PSG) recordings on eight subjects (age range: 31-53, sex: 4F/4M). The manual
scoring of the spindle in 30-s time periods is undertaken by two trained experts following the
Rechtschaffen and Kales criteria. However, one expert scored the recordings for all eight subjects,
but the other only expert scored six recordings. So, the study analyzed the six subjects’ data which was
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scored by both experts (two recordings from C3-Al, one at 50 Hz and one at 100 Hz sampling rates;
four recordings from CZ-A1 at 200 Hz sampling rate).

The sleep spindle annotation characteristics from the DREAMS dataset are shown in Fig. 1,
including spindle wave numbers and mean duration, where black represents the results from Expert 1,
orange represents the results from Expert 2, and cyan represents the results from the Union standard,
which is the union of the sleep spindle data annotated by Expert 1 and Expert 2 for the same subject. In
Fig. la, the number of sleep spindles identified by Expert 1 and Expert 2 is quite different, and Expert
2 usually demarcates more spindles. During the detection process, relying only on the annotation of
Expert 1 or Expert 2 may result in large errors. Therefore, in this paper, we combine the annotation
results of two experts with the “or” criterion as the real reference value. Fig. 1b is the average time of
each subject’s spindle data of Expert 1, Expert 2 and Union. It can be clearly seen that the average
duration of Expert 2 and Union are relatively similar.
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Figure 1: The sleep spindle annotation characteristics based on the experts’ scoring of the DREAMS
dataset. (a) Number of spindles per subject. (b) Average duration of the spindles for each subject.
Expertl and Expert 2 are the two experts in the dataset respectively, and Union is the spindle wave
generated when the “or criterion” is used

3.2 Data Processing

The organization of the method proposed in this paper is shown in Fig. 2, which comprises two
steps. The first step is pre-detection. Band-pass filtering is used to extract the spindle band components
from the original input EEG signal. The entire spectrum of sleep spindle components is covered by
the bandpass filter, which has a frequency range of 11 to 16 Hz. A frequency self-increment that varies
from subject to subject is then set to create a Gabor dictionary, which is combined with MP to discover
all the potential sleep spindle in the input EEG. In the second step, an ensemble learning model is used
to filter out the false detections in the first step from all candidate sleep spindles, resulting in the final
detections.

Prior to this, we used the EEGLAB toolbox to filter EEG data. Firstly, the raw EEG data from
channel CZ-A1 or C3-Al are filtered using a ten-order minimum phase finite impulse response (FIR)
bandpass filter between 11 and 16 Hz. In addition, in the DREAMS data set, there are two subjects
whose sampling frequencies are 50 and 100 Hz respectively, which need to be resampled to 200 Hz [39].
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Figure 2: The organization of the proposed detection algorithm

3.2.1 Pre-Detection: MP for Searching for Sleep Spindle Candidates

MP is a high-resolution time-frequency signal analysis technique [33,40] in which the waveform
of a large class of functions is fitted to the local signal structure through a recursive procedure.
The algorithm can reasonably represent the fluctuation and weakening of the oscillation of the
characteristic wave. Using this technique, sleep spindles can be positioned on the time-frequency plane
with high precision. The process is to choose the largest inner product based on the dictionary function
and the signal residual, minus the function fitted in the previous iteration. In this way, the width of the
analysis window is adjusted to the local characteristics of the signal. The specific calculation method
is shown in Eq. (1):

l”0=y
B=1<Ir>| (1
b=t — 1 - <1I,r_ >

where y is the filtered EEG data, r, is the initial residual, 8 is the maximum inner product of the
absolute value generated by the current atom /; and the residual r,_,, and I, represents the jth atom in
the dictionary, r; is the residual produced in the iterations, < -, - > represents the inner product of the
signal, and |-| represents the absolute value.

As for dictionary atom /,this study uses the Gabor Gaussian function [41], which provides the
highest time-frequency resolution [40].
12
I = e &) cosQrfit + @) )

where o; is the width of the Gaussian kernel, f; is the frequency, from 11-16, gradually increasing by
0.1, ¢ is phase, and A is the normalization constant.
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Finally, some constraints are added to improve the reliability of sleep spindle candidates detected
by the MP method. According to the AASM criteria [20], candidate waves usually last 0.5-3 s. The
study established the following processing rules based on the statistics in Fig. 1. First, merge the
spindles detected with a time gap less than 0.15 s. Candidate waves detected with a duration shorter
than 0.5 s are rejected. The spindle with a detected duration of more than 3.0 s is set to 3.0 s and the
excess part is discarded. That is, in the case of these long detection windows with fixed centers, the
discarded spindle wave refers to the part 1.5 s before and 1.5 s after the detection window.

3.2.2 Enhancement: LSBoost for Identifying Real Spindles from Candidates

Generally, the sleep spindle candidates detected by the pre-detection step include a large number
of false samples, i.e., a high false positive. To improve the detection accuracy, this study regards the
sleep spindles previously detected from the filtered band EEG as candidate spindles, and applies an
ensemble learning strategy, LSBoost which automatically identifies ground truth spindles from all
candidate waves. Based on the “Fitensemble” function developed in MATLAB, the LSBoost method
with a regression tree is used as the classifier. The goal of LSBoost is to reduce the mean squared error
(MSE) between the target variable (Y) and the combined predictions (Y,.,) of the weak learners (B)
using a set of regression trees referred to as weak learners (B) [42]. The new learner is adjusted by
LSBoost to the difference between the observed response and the sum of all learners previously grown
at each step’s predictions. To lower its mistake rate, the algorithm repeatedly trains the weights before
using those weights to determine the final outcome.

Yyt ) =T X) 413 pBu(X) ()

where p,, is the weight for model m, M is the total number of weak learners, ¢ is the learning rate with
0<t<l.

In this study, two steps are included, namely feature extraction and classification. However,
candidate EEG segments are likely to consist of ground truth and non-spindles. Since there is more
ground truth in sleep spindle candidates, this research established a parameter ) as the judgement
threshold of that percentage. EEG segments containing candidates exceeding the threshold ratio are
regarded as ground truth.

After collecting a large amount of literature and trying all sorts of features of EEG signals, the
following features were chosen to represent the feature differences of EEG segments of candidate
frequency bands related to sleep spindles. The basic principle is that the identification of EEG
characteristic waves is connected to the classification of various sleep stages. Furthermore, even if
the duration for the sleep spindles might differ, the extracted characteristics are length independent
and have the same dimension across all samples.

(1) Root mean square (RMS)

N
2. X
N

(2) Standard deviation (STD)

RNl ©

4)

M rps =
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(3) Log root mean of sequential variations (LRM)

Z.V x,- - x,'_ 2
o = logm\/ S0 X ©

For each sleep spindle candidate, a 3-dimensional feature vector is created by normalizing each
feature to the range [—1, 1]. This process reduces the number of false positive from all the spindle
candidate waves during the first step detection. The LSBoost ensemble function was chosen because
this boosting technique is suitable for regression and prediction problems, where the number of weak
learners is set to 20, and the learning rate t is the result of repeated experiments, with a value of 0.9.
The leave-one-subject-out (LOSO) validation strategy is then used to train the model and validate the
results.

3.3 Performance Analysis

The agreement between the automated detection findings and the expert comments is the basis
for the performance evaluation. In terms of sleep spindle events identification, this paper uses sample-
based evaluation (SBE) and event-based evaluation (EBE) to make a comprehensive comparison.

SBE is an analysis based on each sampling point of the EEG time series with the best temporal
resolution. In this study, 1 represents the spindle data segment, 0 represents the non-spindle data
segment, and each binary number corresponds to each sampling point of the data. Using this binary
vector, a 2 x 2 contingency table can be created to calculate the detector’s true positives (TP), false
positives (FP), true negatives (TIN) and false negatives (FN). These values are further used to calculate
the sensitivity (Sen), precision (Pr) or positive predictive value (PPV), Fl-score, accuracy (Acc),
negative predictive value (NPV) and Cohen’s kappa (Kappa) value of the spindle detection algorithm.
The specific definitions of these values are as follows:

TP
Sen = ———— (7)
TP+ FN
TP
Pr(PPV)= —— 8
rEPY) = o P ®
Sen x PPV
Fl—score=2>|<L ©
Sen + PPV
TP+ TN
Acc:%,N:TP—I—TN-I—FP—i—FN (10)
TN
NPV = ——— (11)
TN + FN
Acc— P TP+FN TP+ FP TP+ FN TP + FP
Kappa = 2= PO p oy L IEHIEN TPH IR (f_TPHENY (TP IR (12)
1 — Pr(e) N N N N
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EBE is an overlap between a spindle detected automatically and a visually scored one is considered
to be a TP. Specifically, if the overlap ratio Oy, exceeds Or_,...,, the spindle is classified as TP;
otherwise, the spindles in the binary individual expert vector are classified as FP, and the spindles
in the expert group vector are classified as FN.

DNE (13)
DUE
where N represents the intersection and U represents the union between D and E. E represents the
Union-annotated spindle, and D is the sleep spindle detected by the automatic detection algorithm.
In this study, Or_,..., are both set to 0.25. The choice of 0.25 follows the results of [43]. These values
are further used to calculate recall (Recall), precision (Pr), and F1-score.

DE —

4 Result
4.1 Detection Results with Annotations from Union

Fig. 3 explains the stepwise results of the proposed detection method using Union’s annotations as
ground truth in the DREAMS database. Fig. 3a shows that in the 20-s raw EEG segment, the experts
marked 4 spindles. Fig. 3b shows the spindle candidate wave detected by MP after data filtering (the
data in the purple rectangular area is the detected spindle wave segment). Compared with the spindle
wave annotated by experts (the red rectangular area segment), eight spindle waves were detected in this
step, which is equivalent to the non-spindle wave band detected by the proposed method. Fig. 3¢ shows
the final result of LSBoost classifier recognition after extracting the features of each candidate spindle.
It can be seen that the final detection is approximately consistent with the ground truth annotated by
experts. Comparing the results in Figs. 3b and 3c, this research find that the pre-detection step of the
MP method searches for ambiguous spindle candidates and the LSBoost identifies accurate results.
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Figure 3: (Continued)
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Figure 3: The detection results of each step using the proposed method. (a) Raw data and ground
truth. The blue data represents a sample of 20 s raw EEG segments without filtering, where the red
rectangular window refers to the Union’s spindle. (b) Filtering data, candidate waves and ground
truth. The blue data represents the filtered EEG data, the purple rectangles represent the sleep spindle
candidates searched for by the MP algorithm in large numbers, and the red rectangles represent the
real spindles. (c) Filtering data, spindles and ground truth. The purple rectangles represent the sleep
spindles identified by the LSBoost algorithm, and the red rectangles represent the ground truth

4.2 Performance Measures

Table 1 lists the overall detection performance based on the sample evaluation of the proposed
MP-LSBoost method and several automatic sleep spindle detection algorithms, utilizing the Union
of labels in the DREAMS dataset. The classification results show that the proposed method achieves
the best performance in term of Sen, F1-score and Kappa value. Furthermore, the Acc of 94.7% is
consistent with the state-of-the-art results of Spindler [23] and MUSSDET [35]. As for the indicator
of Pr (PPV) and NPV, the result is only lower than that of TEO-Bag [25].

Table 1: The overall performance of different algorithms in the sample-based evaluation

Method Acc (%) Sen (%) Pr(PPV) (%) Fl-score (%) NPV (%) Kappa (%)
TEO-Bag [25] 94.0 56.0 53.0 54.5 96.5 50.3
Spindler [23] 94.7 66.7 46.4 534 96.3 50.7
Wendt et al. [29] 91.7 62.0 46.2 52.9 94.1 48.5
MUSSDET [35] 95.0 53.0 37.0 43.0 96.3 45.0
Proposed method 94.7 68.2 46.7 55.4 96.4 51.7

Fig. 4 shows the recall-precision plots of various methods based on event evaluation in the
DREAMS dataset. Gray-blue represents the line y = x. In Fig. 4, the values of Spindler [23], Wendt
et al. [29], Chen et al. [44] and MUSSDET [35] are below the line y = x, which indicates that their Pr
values are high, while the Recall value is low. Spindler [23] achieves the highest Pr of 73.8%. TEO-Bag
[25], SST-RUS [26] and the proposed method are at the top right of the line, and the proposed method
achieves the highest recall of 83.8%. Notably, in the y-axis direction, the Recall value of the proposed
method is higher than that of TEO-Bag [25] and SST-RUS [26], while in the horizontal direction, the
Pr value of TEO-Bag [25] and SST-RUS [26] are slightly higher than that of the proposed method.
For both the Recall value and the Pr value, this study aims to obtain a Recall and Pr value which is
as high as possible, that is, at the top right of the coordinates axis, so that the experiment can obtain
an ideal F1-score. This research further calculates the Fl-scores of the Went et al. [29], MUSSDET
[35], TEO-Bag [25], Spindler [23], Chen et al. [44], SST-RUS [26] and the proposed algorithm based
on event evaluation, which are 49.7%, 54.8%, 69.0%, 64.3%, 65.8%, 62.9% and 70.8%, respectively.
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Figure 4: Recall and Pr values in the event-based evaluation

To demonstrate further the effectiveness of the automatic detector, we calculate and compare three
independent sleep spindle characteristics, namely density (the numbers of sleep spindle per minute),
average durations and frequency (compared to true sleep spindles) using the proposed method.
Table 2 illustrates the overall numerical comparison of the three spindle parameters in the DREAMS
dataset. The values in parentheses represent the difference with the Union method. Compared with
Union, the duration in the Spindler [23] is the closest to Union, but the density is quite different
to Union; the frequency in the TEO-Bag [25] was 13.10, which is only 0.04 different from Union,
making it the closest to Union of all the detectors, but the density was also quite different to Union.
The duration and frequency of the proposed method are close to Spindler [23] and TEO-Bag [25], but
the density is the closest to Union. It can be seen that the three sleep spindle features obtained by the
proposed approach are most consistent with the ground truth.

Table 2: The three spindle parameters detected by different methods

Method Density/min Duration/s Frequency/Hz
Union 2.99 (-) 0.99 (-) 13.06 (—)
TEO-Bag [25] 1.97 (—1.02) 0.90 (—0.9) 13.10 (0.04)
Spindler [23] 4.11 (1.12) 1.00 (0.01) 13.21 (0.15)
Wendt et al. [29] 3.90 (0.91) 0.81 (—0.18) 13.30 (0.24)
MUSSDET [35] 3.40 (0.41) 1.15(0.16) 13.20 (0.14)
Proposed method 2.88 (—0.11) 1.03 (0.04) 13.15(0.09)

4.3 Comparison of Ground Truth and Spindles Detected by Different Methods

Fig. 5 illustrates spindles detected by different detectors in the same data segment using Union’s
annotations as ground truth. Experts annotated four sleep spindles at 0.33, 3.605, 8.695 and 14.06 s. It
can be seen that each detector has detected multiple spindle waves in the 15 s data segment. TEO-Bag
[25] only detected three spindle waves; Wendt et al. [29] detected four spindles, of which only three
were consistent with the spindles annotated by experts, and the spindles annotated by experts at 0.33
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s were not detected; Spindle waves noted by experts were detected by Spindler [23] and the proposed
method, but the spindles detected by Spindler [23] are partially different from those noted by experts
in time. All spindles are detected by the proposed method. For spindles at 3.605 s, the start time of
spindles detected by the proposed method is the most consistent with that of Union, compared with
Wendt et al. [29] and Spindler [23].
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Figure 5: A display of the spindle detection by TEO-Bag [25], Spindler [23], Wendt et al. [29] and the
proposed method. (a) Raw data and ground truth. (b) TEO-Bag[25] and ground truth. (¢) Spindler [23]
and ground truth. (d) Wendt et al. [29] and ground truth. (e) The proposed method and ground truth.
In (a), the red rectangle represents the spindle under Union; blue represents an EEG segment with
15 s. In (b—e), the red rectangles represent the spindles under Union, and the blue rectangles represent
the spindles detected by different detectors
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4.4 Comparison of Different Classifiers

In the classification phase, this paper compares the performance of several popular classification
algorithms [45] on a sample-based evaluation, as shown in Table 3. Comparisons are performed on the
DREAMS dataset using LOSO validation, with Union annotations as ground truth. The input data,
splits for training and testing, and all other experimental parameters are the same with the exception
of the classifier. Although AdaBoost and LogitBoost have the best performance on Pr, Sen and F1-
score are inferior to LSBoost. Hence, the overall classification performance using LSBoost is better
than the other classifiers.

Table 3: Comparison of different classifiers

Classifier Acc (%)  Sen (%)  Pr(PPV) (%) Fl-score (%) NPV (%) Kappa (%)

AdaBoost 95.6 56.4 51.9 54.1 97.4 50.9
Bayesian 94.7 67.5 46.7 55.2 97.4 514
LogitBoost 95.6 56.2 51.9 54.0 96.1 50.9
LSBoost 94.7 68.2 46.7 55.4 96.4 51.7

5 Discussion

In this study, a two-step MP-LSBoost algorithm is proposed to accurately identify sleep spindles.
First, the MP method searches for the spindle candidates from the filtered raw EEG data. In the second
step, LSBoost is designed to remove false candidates and identify real spindles. We first validated the
proposed method on the DREAMS dataset, and then performed a comprehensive comparison with
other prior approaches. The experiment results show that the proposed method performs extremely
well, especially in the indicators of Sen, Fl-score and Kappa value. Therefore, these results illustrat
the stability and effectiveness of the proposed algorithm.

Over the past decade, many studies have focused on the field of sleep spindle detection and have
made several achievements. Jiang et al. [25] proposed a sleep spindle detection method TEO-Bag based
on a single channel EEG. Wendt et al. [29] developed an automatic sleep spindle detector using the
band-pass filtering method and time-varying threshold. Lachner-Piza et al. [35] used a single channel
sleep spindle detector MUSSDET based on EEG multivariate classification. LaRocco et al. [23] used
MP to decompose the signal, and detected spindle waves in the fine grid of the parameter values.
In the sample-based evaluation, it can be seen from Table | that the sensitivity, F1-score and Kappa
value of the method proposed in this paper are higher than those of the previous methods. Although
the Acc and Pr of the proposed method are respectively close to that of MUSSDET and TEO-Bag,
the values are similar. Furthermore, the subfigures (b) and (c) of Fig. 3 also verify that the proposed
method can correctly detect those spindles and maintain a very low error detection rate. This means
that the proposed method is the overall optimal approach, improving the sensitivity while maintaining
an appropriate specificity.

It should be noted that spindle wave activity is a micro event, which means that the performance
evaluation algorithm based on sample-based evaluation is not comprehensive enough. To assess the
comprehensive performance of the proposed method, this paper also adopts the event evaluation
indicators. Table 2 shows the analysis of spindle wave characteristic parameters using different
detectors. The Density of the proposed method is 2.88 and the Density of Union is 2.99, with a
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difference of 0.11. Compared with the other detectors, the proposed method is the closest to Union,
which also shows that the proposed method is basically consistent with the experts’ results. It can be
seen from Fig. 4 that Wendt et al. [29], Spindler [23], Chen et al. [44] and MUSSDET [35] are all on
the lower right, which indicates that their Pr values are high, and their Recall values are low. TEO-Bag
[25], SST-RUS [26] and the proposed method are on the upper right, and the Pr value is similar, but the
Recall value of TEO-Bag [25] and SST-RUS [26] are lower than the proposed method. In this study,
the Recall, Pr, and F1-score of event-based assessments were 83.8%, 61.3%, and 70.8%, respectively.
Fig. 5 shows that for the same segment of data, different detectors have detected spindles annotated
by experts. However, TEO-Bag [25] and Wendt et al. [29] only detected three spindles, and Wendt et al.
[29] also detected a spindle wave that was not recognized by experts. Spindler [23] and the proposed
method both detected four spindle waves, however, the start time of the spindle waves detected by
Spindler [23] is quite different from that noted by the experts. Therefore, the performance evaluation
based on events also verifies the effectiveness of this work.

Subfigures (b) and (¢) in Fig. 3 show the stage-by-stage detection results of this work. By
comparing these two figures, it can be found that without the second enhancement operation,
there will be many false positives in the results. After using LSBoost as the classifier, these non-
spindle waves are eliminated, thus ensuring the reliability of spindle wave recognition. In addition,
the detection performance of LSBoost is compared with other ensemble learning methods, such as
AdaBoost, LogitBoost and Bayesian. The input features and parameters are adjusted in the same
way as LSBoost. Table 3 illustrates the sensitivity, accuracy and F1-score of each ensemble learner.
From the perspective of Fl-score and sensitivity, LSBoost performs the best of the three methods.
In summary, the proposed two-step method combining MP and LSBoost achieves great performance
and can be used to automatically identify sleep spindles.

6 Conclusion

This study proposes a new method for the automatic detection of sleep spindles which combines
MP and LSBoost. In the proposed algorithm, MP may be used to produce a fairly equal number of
sleep spindle candidates, which helps LSBoost to recognize the true spindles. In addition, LSBoost
adjusts the weights through repeated training to reduce the error rate, and performs binary classifica-
tion based on the iterative weights. The experimental findings of automated spindle detection on the
DREAMS dataset demonstrate that the proposed approach is on par with cutting-edge approaches.
The results of this study are anticipated to serve as a reference for future sleep related research. Future
research might focus further on investigating sleep spindle alterations in people with a sleep disorder.
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