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Abstract: Predicting the popularity of online news is essential for news
providers and recommendation systems. Time series, content and meta-feature
are important features in news popularity prediction. However, there is a lack
of exploration of how to integrate them effectively into a deep learning model
and how effective and valuable they are to the model’s performance. This work
proposes a novel deep learning model named Multiple Features Dynamic
Fusion (MFDF) for news popularity prediction. For modeling time series,
long short-term memory networks and attention-based convolution neural
networks are used to capture long-term trends and short-term fluctuations
of online news popularity. The typical convolution neural network gets
headline semantic representation for modeling news headlines. In addition, a
hierarchical attention network is exploited to extract news content semantic
representation while using the latent Dirichlet allocation model to get the
subject distribution of news as a semantic supplement. A factorization
machine is employed to model the interaction relationship between meta-
features. Considering the role of these features at different stages, the proposed
model exploits a time-based attention fusion layer to fuse multiple features
dynamically. During the training phase, this work designs a loss function based
on Newton’s cooling law to train the model better. Extensive experiments
on the real-world dataset from Toutiao confirm the effectiveness of the
dynamic fusion of multiple features and demonstrate significant performance
improvements over state-of-the-art news prediction techniques.

Keywords: Attention mechanism; deep learning; time series; popularity
prediction

1 Introduction

In China, news platforms such as Toutiao and Tencent News have become the primary way for
users to obtain news, and the number of monthly active users has reached hundreds of millions.
Predictions of news popularity are valuable to news platforms and content providers. For example,
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predicting and monitoring news popularity can help improve the platform’s recommendation strategy.
Similarly, using the popularity prediction method, resources can be better allocated to meet the
evolving information needs of readers.

The research on news popularity prediction has drawn significant attention for decades. News
popularity describes how much user attention a piece of news has gained and can be measured by
the number of clicks or views. The prediction can occur before or after the news article is published,
and this work focuses on the latter. News popularity prediction is generally regarded as a regression
or classification problem relying on text, meta-features, or time series. According to the category of
input features, there are two main categories of existing modeling methods: time series modeling and
content feature modeling.

Content features contain textual features and meta-features. Textural features mainly include the
headline and content of the news article, while meta-features refer to the article’s author, source,
publishing agency, and publishing time. Some works adopt classical machine learning methods for
predicting news popularity [I-7]. The performance of these models is highly dependent on the
extracted features. However, the extraction and measurement of these features are complex. Due to the
ability of deep learning to capture features automatically, it is widely used in news popularity prediction
[8,9]. However, how to effectively represent and integrate different forms of text and metadata features
has not been further studied. Time series modeling defines news popularity as the cumulative process of
user browsing behavior based on time series. These works mainly applied the long short-term memory
networks (LSTM) model for time series modeling [10,11]. The methods based on time series can predict
better over time, but they have the drawback of relying on a series of historical user events. Therefore,
getting the overall trend at the beginning of news published is not easy. As a result, news content feature
modeling is more reliable in the early stages, while it fails to take advantage of the temporal evolution
of popularity. Some works adopt multi-feature fusion methods to take advantage of time series and
content features [12—14]. However, how to effectively represent and flexibly integrate the two types of
features to exert their respective performance at different stages requires further research.

To address the above limitations of existing research, this work proposes a novel neural net-
work model named Multiple Features Dynamic Fusion (MFDF) for news popularity prediction.
The proposed model effectively represents a variety of news features and dynamically fuses them.
Time series modeling captures long-term and short-term trends of news popularity by LSTM and
convolutional neural networks (CNN). Content feature modeling comprises text (headline, content)
semantic representations and the interaction relationship between meta-features. The typical CNN-
based model [15] is used for modeling news headlines’ semantic representation. For modeling news
content, the hierarchical attention network (HAN) [16] is exploited to extract text features while
using the latent Dirichlet allocation(LDA) [17] to get the subject distribution of news as a semantic
supplement. Meanwhile, the factorization machine (FM) [18] is employed to model the interaction
relationship between meta-features. Considering the role of these features at different stages, this study
uses a time-based attention layer to fuse these features dynamically. Besides, this work designs a loss
function based on Newton’s cooling law to train the model better. Extensive experiments on the real-
world dataset from Toutiao confirm the effectiveness of the dynamic fusion of multiple features and
demonstrate significant performance improvements over state-of-the-art news prediction techniques.

In summary, the key contributions of this paper are summarized below:

(1) To our best knowledge, this work is the first to fuse time series, content features, and high-level
meta-feature interactions in online news popularity prediction.
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(2) This paper proposed a deep learning approach, MFDF, that fuses multiple features dynam-
ically by a time-based attention layer. Besides, this work designs a loss function based on Newton’s
cooling law to train the model better.

(3) Extensive experiments demonstrate significant performance improvements over state-of-the-
art news prediction techniques, confirming the validity of the proposed model.

The rest of this paper is organized as follows. The next Section summarizes the current work
related to this study. Section 3 describes the detail of the proposed model. Section 4 presents the
extensive experimental results and detailed analysis. Section 5 finally concludes this paper.

2 Related Work

According to how to extract features, the predictive models can be divided into two categories:
classical machine learning methods and deep learning methods.

2.1 Classical Machine Learning Methods

Classical machine learning methods require feature engineering to select predicted features.
Keneshloo et al. [1] extracted meta, content, and temporal features and adopted tree regression
to predict news popularity. Choudhary et al. [2] adopted the similarity coefficient to extract 32
attributes as input of news popularity prediction models constructed by Naive Bayes and Random
Forest algorithms. Khan et al. [3] extracted the first ten features as input of an integrated classifier,
improving prediction accuracy. Tsai et al. [5] attempted to combine an Auto-encoder and One-Class
support vector machine (SVM) algorithms to predict news popularity. Yang et al. [7] proposed a
named entity topic model to extract textual factors that can promote news popularity. By learning
the popularity-gain matrix for each named entity, it is possible to predict the popularity of any news
article. Rajagopal et al. [19] extracted two types of features in the news: general features containing
metadata, temporal, context, and embedding vector features, and augmented features extracted from
articles, including readability, emotion, and psycholinguistic features. Experiments with multiple
supervised learning models show the effectiveness of combining enhanced and standard features
for popularity prediction. There are some issues with classic machine learning methods for news
popularity prediction. First, those approaches are highly sensitive to the selected features. Second,
the traditional machine learning methods usually adopt the bag-of-words model for indicating textual
features of news without considering text semantics.

2.2 Deep Learning Methods

Due to the enormous success of deep learning, some researchers leverage the neural network
to avoid feature engineering. Guan et al. [8] proposed a hierarchical neural network to learn text
representations for news popularity prediction. Stokowiec et al. [20] obtained a textual representation
of headlines using bidirectional LSTM (Bi-LSTM) to predict the popularity of news on Facebook.
These works have achieved significant success, demonstrating the great advantages of deep learning
architectures in predicting news popularity. Some neural network structures such as recurrent neural
networks (RNN) [21], LSTM [22], Bi-LSTM [23] and gated recurrent units (GRU) [24] have been
widely used in the processing of news text representation. In addition, some convolutional neural
networks have also been applied to the text representation, such as CNN [15] and gated convolutional
neural network (GCNN) [25]. Some advanced pre-trained models, such as bidirectional encoder
representations from transformers (BERT), are gaining momentum and have successfully succeeded in
natural language processing [26,27]. This study focuses mainly on designing a deep learning model for
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news popularity prediction rather than a pre-trained model for text representation learning. Therefore,
the conventional RNN and CNN are considered to learn the representation of text in this work.

Based on the types of input features in the deep learning model, there are two main categories
of existing modeling methods: Time series modeling and content feature modeling. The time series
model predicts news popularity based on temporal evolution processes of aggregated view volumes
over periods. Gou et al. [10] adopted LSTM to learn sequence patterns directly from information
cascading to predict the occurrence of information cascading on Twitter and Sina Weibo. Xu et al. [11]
proposed a bidirectional GRU (Bi-GRU) model of the fusion attention mechanism, which can better
mine the information in the resource access history and its correlation. However, Time series models
have the drawback of relying on a series of historical user events. Therefore, getting the overall trend
at the beginning of an online article published is difficult.

On the other hand, some recent works have demonstrated the effectiveness of content features in
popularity prediction. Dou et al. [9] linked online entities with existing knowledge-based entities to
propose a predictive model based on the LSTM model. Xiong et al. [28] proposed a deep learning
model with news attractiveness and timeliness based on the extended model of the LDA topic
model. Ghosh et al. [29] proposed a novel transfer learning approach involving sentence salience
prediction as an auxiliary task. Coupled with a BERT-based neural model exceeds normalized dis-
counted cumulative gain (NDCG) values of 0.8 for proactive sentence-specific popularity forecasting.
Omidvar et al. [30] constructed the similarity, semantic, and theme modules of news titles and content
to jointly determine news popularity. Compared with time-series-based methods, content features
do not change over time. Therefore, content feature modeling is more reliable in the early stages of
popularity prediction. However, such methods do not take advantage of the temporal evolution of
popularity.

In order to take advantage of both time series and content features, multi-feature fusion was
applied in some works. Liao et al. [12] proposed a deep learning model that integrates time series,
text features, and meta-features and leveraged the attention mechanism to combine the three parts
as output. Saeed et al. [13] proposed a hybrid deep learning model to predict the early popularity of
network security news. LSTM modeled the time propagation pattern, CNN learned semantic features
and deep neural network (DNN) learned other auxiliary features in the model. Fan et al. [14] proposed
a neural model to predict news popularity by learning news embedding from global, local, long-term
and short-term factors. Although the multi-feature fusion method uses the advantages of various
features, how to represent the multiple features effectively and flexibly needs to be further studied.

In addition, the issue of predicting the popularity of news on social networks has received
widespread attention. These studies are mainly based on graph neural networks, which effectively
model information cascade patterns to capture predictive factors for more accurate information
popularity prediction [31-33]. However, these works mainly considered the popularity prediction task
via path or discrete graph modeling and are more applicable to social networks.

3 The Proposed Model

In this study, a novel MFDF model has been developed for news popularity prediction. The
model consists of three main modules: time series modeling, content feature modeling, and attention
fusion. In the time series modeling part, taking historical user event feedback sequence {v,,v,,...,v,} as
input, LSTM is adopted to get the long-term growth trends of news on the time series, and attention-
based CNN is applied to capture the short-term fluctuations of news. In the content feature modeling
part, one-dimensional (1-D) CNN is applied to extract the semantics of news headlines, the semantic
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representation of news content is obtained by utilizing the LDA and HAN, and the high-order
interaction relationship between meta-features is modeled by the FM method. In the attention fusion
module, the outputs of each module are dynamically integrated through the temporal attention fusion
layer. Finally, the probability distribution of news popularity is output through the fully connected
(FC) layer. The framework of MFDF is shown in Fig. 1.
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Figure 1: The framework of MFDF

3.1 Time Series Modeling

In the dataset constructed in this paper, the user’s feedback events include the number of “likes,
“views,” and “comments.” The model takes all user behaviors on the time series as a feedback vector v,.

2

3.1.1 The Temporal Evolution Modeling Based on LSTM

LSTM is applied to time series modeling to capture the long-term trends of news popularity on
time series. The hidden state in the LSTM model contains all historical information, so there is no need
to make specific assumptions about the form of historical trends. More importantly, the memory unit
can save, read, reset, and update long-distance historical information, ensuring the model can capture
long-term dependencies. Therefore, the LSTM model is exploited to capture news popularity’s long-
term growth trends. The calculation process is shown in Eq. (1).
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f, = sigmod (W - [h.,x] + b))
i, = sigmod (W; - [h_,,x]+ b))
o, = sigmod (W, - [h_,,x]+ b,)
¢, = tanh (W, -[h,_,x]+b,)

¢, =fixco +i*c

|l = o, x tanh (c,)

(1)

where i, f,, 0,, ¢, and ¢, represent the information of the input gate, forget gate, output gate, memory
cell, and candidate memory cell; W,, W,, W, and W, represent the recursive connection weights of their
corresponding thresholds; b,, b,, b, and b, are bias parameters of the input gate, forget gate, output
gate, and candidate memory cell.

Then, the feedback vector x, ={v,,v,,...,v,} of each time slot is fed into the LSTM model. Finally,
the output vector /2 represents the long-term trends of news popularity over time.

3.1.2 The Short-Term Fluctuations Modeling Based on CNN

In addition, news popularity may fluctuate in the short term due to external factors. However,
the triggers of external influences are complex and most difficult to predict. Therefore, this work does
not consider the complex stimuli of external forces and only obtains short-term fluctuations in news
popularity based on the time series itself. As shown in Fig. 2, the overall popularity of news is a long-

term trend. In contrast, short-term popularity is influenced by external factors that cause fluctuations
in the popularity curve to rise or fall.
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Figure 2: The short-term fluctuations of news popularity

In existing research, 1-D CNN is the best way to capture these fluctuations, so 1-D CNN is
applied to capture short-term volatility in this study. Meanwhile, the fluctuations may exist in multiple
time slots under the influence of external factors. Motivated by literature [12], this research employs
attention-based CNN and exploits multiple convolution kernels of different sizes to fuse multiple
convolution kernel outputs. The calculation process is shown in Fig. 3.
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Figure 3: The process of short-term fluctuation based on CNN

Since the input of the CNN generally requires a fixed length, the time series inputs before the
moment ¢ are specified to a sub-sequence {v_;,,V._iia....,v,} Of length k, then its output is also a
sequence ¢ ={C¢,_i41,Ciis2,-.-,C;} Of length k. Because time series features have different importance in
the time dimension, some sub-sequences have more importance than others. Therefore, the attention
mechanism is applied to merge {¢,_.1,Ci—is2.-..,¢;} to increase the influence of important time series
features and reduce the effect of non-important features. The output vector fusion method based on
the attention mechanism is as follows:

ra; = Q¢ X tanh (Z; Wee i+ bc)
. ewp(a)
af = k §

2 exp (a)
= 2 A
where & is the attention weight of the convolution output; /¢ is the final output of the 1-D CNN; ¢
represents a moment in the time series; k represents the number of convolution kernels and a fixed time
series length before the moment ¢; ¢,_.,; represents the i-th convolution result in the output sequence

¢; The Q°, b° and W* are learnable parameters to achieve attention scores. Q¢ and W* are weight
parameters, b¢ is a bias parameter.

2

3.2 Content Features Modeling

The content features of the news articles, such as the headline, content, and other meta-features,
largely determine the popularity of the news. Therefore, it is crucial to represent this information
effectively.

3.2.1 Headline Semantic Representation

In the semantic representation of news headlines, this paper adopts a typical 1-D CNN network
structure [1 5], which can extract potential pattern features from a short text. First, a news headline is
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represented as a word embedding matrix 7., = [w;, w,, w3, w, ... w,] € R*", where w, represents the i-
th word in the headline, n represents the number of words, and d represents the dimension in which the
word is embedded. Then the matrix 77., is convolved using convolution kernels H € R*, where ¢ =
3 (¢ < n) is the window size. For each sub-matrix 7., ,, the CNN can get a feature representation o;:

o,=f (H * T ipg + b) A3)

where f is the Rectified Linear Unit (ReLu) activation function, H T}, ,,, , represents the convolution
operation, and b is the bias term. By all the convolution operations in the matrix, the feature sequences
can be expressed as follows:

T
0 =[01,00,05...,0, 4] )

Although the number of connections in the network is reduced after the convolution operation,
the dimension of the features is still too high, which can easily cause overfitting, so the max-pooling
layer is employed to identify the most significant features further.

0 =max{0,,0,,05...,0, 41} (5

Next, m filters with the same window size are used for convolution and max-pooling as above.
Each operation can get a feature representation 0. As a result, all the features are concatenated to get
the final representation of the news headlines:

ht=[51’52’53"'35n7T (6)

3.2.2 News Content Semantic Representation

The online news article is usually long text that determines the popularity of the news. This paper
divides the semantic representation of news content into three parts.

First, due to the great success of neural networks in the natural language process, this paper adopts
the HAN [16] for modeling the news content feature. The HAN can divide text features into two levels,
one is a word-level representation, and the other is a sentence-level representation. Both word-level and
sentence-level encoders are Bi-GRU networks. Let 4 denote the news article’s content. Through the
processing of HAN, a news article’s semantics can be expressed as /.

h, = HAN(A) (7

Second, the LDA [17] topic model is trained on the whole dataset, based on which any news
article’s topic probabilistic representation can be obtained. Using LDA, the semantic representation
of news content would be further enriched. Then, the topic representation is regarded as part of the
news content semantic representation as follows:

h, = LDA(A) ®)

Third, the length of news content affects the users’ activity time and has a particular impact on
the popularity of the news. The news content is divided into sub-sequences with a fixed length, each
containing 50 words. Subsequently, similar to the processing of word embedding, each sub-sequence
is represented as a randomly initialized low-dimensional vector ¢,. Finally, through a fully connected
layer, the final news content length representation is expressed as follows:

; = tanh (We, + b)) ©)

where W), e, and b, are parameters that need to be trained.
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Finally, the vectors 4, h, and A, are concatenated and fed into a fully connected layer to get the
final content semantic representation /4,. The fully connected layer employs RelLu as an activation
function.

h, = FC ([ hy; 1)) (10)

3.2.3 Meta Features Representation

Besides headlines and content, news article also has many meta-features, such as author, number of
followers, location, and publish time, which affect the popularity of news to some extent. Some generic
methods, such as One-hot, may make the input dimension huge. In addition, there is an interaction
among news meta-features, such as author and number of followers may influence news popularity.
Therefore, it is necessary to learn meta-feature representation to reduce the size of input dimensions
and capture higher-order interactions.

This paper adopts FM [1§] to deal with interactions between meta-features, which use pairwise
feature interactions as the inner product of potential vectors to solve the problem of low and high-order
feature combination extraction. The discrete features are embedded as dense vectors first. Although
FM can model high-order feature interactions in theory, it has high complexity in practice. Therefore,
this work adopts only order-2 feature interaction. The core process of the FM layer is expressed as
follows:

I(Vfa Vf) = Z/l'):l VigVis

(1D
hy=wo+wx + 30 3 (v ),

where the first half of the Eq. (11) is a linear combination of features, and the second half is a cross-
combination of features; w, € R” is a global bias; x € R” is the concatenated result of the meta-features
after the embedding operation; L is the size of x; w € R"** is the weight of x; x; and x; are elements of
x; (v, v;) is the dot product of two vectors of size D in matrices; v, and v, represent the cross-weighting
of the features 7 and j; v, € R"*” is the hidden vector of the i-th feature; D € N; is a hyperparameter
that defines the dimension of factorization; /, is the latent output of the FM layer, which is part of the
news content semantic representation.

3.3 Attentive Fusion Unit

In the previous article, through time series modeling techniques, the output vector /) represents
the historical growth pattern of news and the output vector /¢ represents the short-term fluctuation
pattern. Through the content feature modeling techniques, the semantic representation of news
headlines /,, the semantic representation of news content /4, and the semantic representation of news
meta features /i, are obtained. For the output of each module, the most direct way is to concatenate all
of the outputs and feed the concatenation results into the fully connected network layer for prediction.
However, this approach means that the weight vectoris fixed. As mentioned above, in the early stage
of news published, it is not easy to get the overall growth trend of news popularity by utilizing time
series modeling. Therefore, the prediction in the early stages of news published relies heavily on content
feature modeling. As time passes, the information available to the model on the time series gradually
increases, and the observed popularity gets closer to the overall popularity. Hence, time series modeling
plays different roles in different time stages. Based on the above analysis, this paper adopts an attention
mechanism to integrate multiple features flexibly. The value of the attention weight is calculated by 4/,
h, h,, h,, h; and temporal context vector I'. The calculation process of vector I'" is shown in Fig. 4.
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Figure 4: The calculation process of temporal context vector I'

The time context vector I' consists of the period properties of the time, the time interval of ¢
and the publish time. The period properties are One-hot features, representing each hour of the day
and measuring the impact of different times on popularity. The time interval is a numerical feature
measured in 0.5 h. First, an embedding layer is exploited to embed these features into homologous
dense vectors. Then the embedding vectors are concatenated and fed into a fully connected layer to
get the time context vector I'.

t. = [Embed (hour); Embed (interval)] (12)
I' = tanh(W,t. + b,)

where Embed represents the embedding operation, W, and b, are the parameters that need to be trained
in the model, and ¢, 1s the result of concatenation.

Then, the 4, k¢, h,, h, and h, are fed into the fully connected layers to get the aligned vectors il’,’ ,
h, he, bt and /. The attention weight of each module is calculated as follows:

a;” = q;’ltanh (Zje{r,c.a,n,/} I/I/jmilll. + I/I/tml—‘ + b’")
(13)
. exp (o)
a = m

Zke{r,c,u,n,/'} exp (ak )
where ¢”, W™, b™ are learnable parameters to achieve attention scores, and & is the attention weight
assigned to the outputs of each module.

3.4 The Output Layer

In the output layer, the attention weight is applied to combine the outputs of each module into /7",
and then the /7 is fed into a fully connected layer and softmax layer to get a probability distribution
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P, = {p,(¢)),p,(¢c),...,p (c,)}. The max probability is the prediction result y,. The calculation
process of the output stage is as follows:

h:” = Zie{r,c,a,n,/) a;nh:
P, = softmax (Wh x h' + b,,) (14)
Vi = argmax (P,)

3.5 Model Training

Supposing the true popularity of news article « is ¢, at time slot ¢, the single-step cross-entropy
loss can be defined as follows:

Li==2"" ylog(p (c) (15)

Then the overall loss of the entire time series of news article a can be defined as:
L= L, (16)

Because the news popularity prediction task is probably susceptible to severe class imbalance.
Therefore, this work adopts re-weighting [34] technology to adjust each class weight. Specifically, a
class’s effective size is defined as:

1 _ n
E, = =7 (17)
-8
where 7 is the actual number of samples in a class, and $ is a hyperparameter whose value is usually
close to 1.

Accordingly, the loss function £,,,, based on class-balanced can be expressed as:

1
Lzom = = ‘Cl 18
) 1s)

where n,, is the actual number of samples in class y..

In practice, predicting the popularity of news in the early stage is more valuable. This research
exploits a time decay factor for the single-step loss to put more effort into optimizing prediction
performance at an early stage:

1
i ZtD(At)E, (19)

ﬁ total —

where D(At) is a monotonous and nonincreasing function of the time interval Az between ¢ and the
publishing time.

Since Newton’s law of cooling measures the exponential form of decay between temperature and
time, Newton’s law of cooling is often used in the decay process of item heat in some recommendation
algorithms [35]. This study employs a time decay factor based on Newton’s law of cooling to ensure
the decay rate of D (Ar) will get smaller and smaller with time goes by. The decay factor D(A¥) is
expressed as:

D(AL) = e (20)
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where « is a hyperparameter for controlling the decay rate; At is the number of time slots from the
release time to 7.

4 Experiment

This section examines the effectiveness of MFDF by comparing it with several competitive
baselines and conducting extensive experiments for evaluating model prediction performances in
different stages.

4.1 Dataset

The data come from a widely used mobile news platform Toutiao (www.toutiao.com). Compared
with other news platforms, Toutiao’s users are more active, with more user interactive behaviors,
which can provide richer data for this study. The news articles come from the five items at the top
of the homepage, and the publish date is between November 5, 2020, and June 15, 2022. The collected
data comprises multiple-dimensional information such as news headlines, author, publish time, news
content, likes, and comments. For example, we randomly selected a piece of news with the headline
“China’s GDP exceeded 100 trillion yuan for the first time.” This news article was posted by CCTV
News at 15:08 on January 18, 2021, with more than 310,000 views, 4295 comments and 11000 likes,
which spread on the homepage of Toutiao for 4 h and 20 min. In addition, CCTV News has a hundred
million followers. The data is collected every 15 min to fully obtain the sequence features over time. This
paper divides the overall popularity of news articles into three classes, hot (more than 200000 views),
cold (less than 50000 views), and normal (otherwise). This paper describes the amount of “view,”
“comment,” and “like” actions per 15 min of each article as macro time series. To get sufficient time
series information, some news articles’ time series with fewer than eight are removed. In addition, this
paper clips these time series before the observed popularity reaches 80% of overall popularity. Finally,
The dataset comprises 12108 articles. The division of the training, test, and validation set is shown in
Fig. 5.

7000
M train @ val M test
6000
5000
4000
3000
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1000
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Figure 5: Data partitioning
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4.2 Experiment Setup

In the process of time series modeling, the cell size of LSTM was empirically set as 512. In the
attention-based CNN layer, three kernels of sizes 3, 5, and 7 are used to perform convolution. The
number of each kind of kernel is set as 128. The window size kK of CNN is 1 h.

For content features learning, because 98.2% of news headlines in the dataset were less than 20
words after removing stop words, this paper sets the maximum length of the headlines as 20 in the
experiment and fills in shorter sequences or truncates longer sequences. In addition, the maximum
length of news content is set as 500. In the news headline representation stage, the embedding layer
adopts a 100-dimensional word vector pre-trained by Word2vec [36]. The window size ¢ of CNN
is 3, and the number of kernels is set as 60. For news content representation learning, this work
starts with pre-trained HAN and LDA for news content representation and fine-tuning parameters
with the dataset. For meta-feature representation learning, the size of embedding dimensionality was
empirically set as 50, and the dimensionality of factorization D was set as 3 based on the experience
of literature [37]. All of the fully connected layers have a suitable hidden size of 512. Through multiple
experiments, the values of « and 8 are set as 0.1 and 0.999 in the decayed loss function. To reduce
dimensionality and avoid overfitting, this paper adopts the Xavier initialization and Adam optimizer
for parameters learning, and a dropout of 0.2 is applied after the fully connected layers and RNN
layers for regularization.

At last, a softmax layer is adopted, classifying news into different popularity levels. The model is
trained for 20 epochs with a batch size of 32. Training is based on Pytorch 1.11.0 framework, and one
NVIDIA A10 is used for calculation.

4.3 Evaluation Metrics

The performances of the proposed model are evaluated using accuracy and macro averaged F-
Score that have been commonly used for assessing classification models. Accuracy is the ratio of
correctly predicted samples to the total samples. Macro averaged F-Score is the mean of F-scores
of each class which can evaluate the model’s overall performance in a global sense. The formulas of
macro averaged F-Score are given below:

1 ¢ 2P.R,
F _ —— c C 21
Score c Zc:l P IR (21)

where P, denotes the percentage of all news identified as positive samples that are indeed positive ones
in class ¢; R, is the percentage of positive predictions that are correctly recognized in class c.

4.4 Comparison of the Proposed Model with the Baseline Models

In order to evaluate the effectiveness of the proposed model, this paper compared its performance
with some state-of-the-art competitors. Their ideas are commonly used in text classification and
popularity prediction. The details of these models are as follows:

Multivariate Analysis (MA) [38]: This model utilizes news features such as followers count, content
length, and publish time and adopts the linear regression model to predict news popularity.

Hierarchical Neural Network (HNN) [8]: This model combines the advantages of CNN and
LSTM to predict popularity. The CNN generates a distributed representation of the sentence, and
the LSTM process the sequence of sentences to model the semantic relationship between sentences.
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Ensemble Learning (EL) [6]: This model adopts LDA topic modeling and Doc2vec [39] embedding
technique for getting news features and predicting news popularity through ensemble learning.

DeepFM [40]: This model combines FM with the DNN, the state-of-the-art method of meta-
feature learning.

Determining the Quality of News Headlines (DQNH) [30]: This model determines the results of
news classification by constructing the similarity, semantic, and topic modules of headlines and news
content. The three-module outputs jointly determine the effects of prediction. In this model, BERT
[26] transforms headlines and news content into fixed-length vectors to find the latent features of
headlines and news content.

Deep Fusion of Temporal Process and Content Features (DFTC) [12]: This model combines time
series and content features to predict news popularity. The attention layer is used to concatenate
multiple representations.

Deep Temporal Propagation Patterns (DTPP) [13]: This model exploits deep neural networks to
learn different features. The direct concatenation of CNN, LSTM, and DNN outputs determines the
popularity prediction results.

Context-Aware Convolutional Neural Network (CACNN) [41]: This model adopts CNN for click-
rate prediction, attention CNN to model time processes, and multi-layer neural networks to represent
metadata.

It is evident from Table | that the MFDF model yields better results than the baseline models in
terms of Accuracy and F-Score. (1) The MA has the worst performance. Since the MA is a feature-
based linear prediction model, its performance largely depends on the extracted features, and its feature
extraction is difficult. Since DeepFM contains low-order and high-order interactions of meta-features,
its performance is improved. However, neither model takes advantage of the features of news text and
time series, so the MA and DeepFM models yield the worst classification results in the experiment.
(2) The HNN, EL, and DQNH adopt various methods to obtain the semantic representation of news
texts, but there are also significant differences. The DQNH gets the semantic relationship, semantic
features, and theme features of news headlines and content, which capture more comprehensive and
rich news text representation, yielding the best performance. The HNN model also considers the
influence of news content and headlines on popularity prediction, but HNN combines news headlines
and content into one document to get a common semantic representation of both. As a result, the
HNN model cannot distinguish between news headlines and content. The EL model adopts LDA
for representing the news topic. Meanwhile, Doc2Vec is used to represent the news headline and
content. Its essence is to extract multiple news features and then input the vectorized features into
random forest (RF), logistic regression (LR) and SVM. The classification results through the voting
strategy. The problem with the EL model is that although mature text representation methods are
adopted, feature extraction and model training are two independent stages. Therefore, it is not easy
to achieve optimal performance. None of the above models considers the temporal relationship and
news meta-features. (3) The CACNN, DFTC and DTPP consider time series information. Regarding
time series modeling, CACNN adopts attention CNN to process time series to capture nonlinear local
information; The DFTC adds LSTM module to get the long-term growth trend of news popularity.
The DTPP captures the temporal propagation pattern mode of news through LSTM. Regarding
content feature modeling, the DFTC and DTPP leverage text features and meta-features of news, while
CACNN only utilizes meta-features. Regarding multi-feature fusion, DFTC employs an attention
mechanism to dynamically assign weights, while CACNN and DTPP directly connect feature vectors.
The experimental results show that in the three models, the performance of the DFTC model is better
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than that of DTPP, and the performance of the CACNN model is the worst. Regarding multi-feature
fusion, the DFTC exploited an attention mechanism for dynamically assigning weights, while CACNN
and DTPP directly concatenate vectors. The experimental results show that in the three models, the
performance of the DFTC model is better than the DTPP, and the performance of the CACNN
model is the worst. (4) Compared with them, the proposed MFDF captures the time series process
and adopts more advanced text features and meta-feature representation methods. Based on these
modeling techniques, the MFDF model significantly outperforms state-of-the-art methods.

Table 1: Comparison of the proposed model with the baseline models

Model Accuracy (%) F-score (%) Model size (M) Inference time (ms)
MA 68.23 65.12

HNN 73.64 70.25 5.3 2.07

EL 71.23 70.34

DeepFM 70.67 67.15 6.1 1.53

DQNH 75.67 74.42 9.1 1.89

DFTC 83.28 81.56 8.8 2.57

DTPP 80.13 78.46 7.5 2.18

CACNN 78.45 75.65 7.3 2.12

MFDF (ours) 85.16 83.71 10.2 3.03

Meanwhile, this work analysis the number of parameters and inference time in the experiments.
Since the MA and EL models use classical learning methods, they are not compared with other deep
learning models. As for the deep learning network, the model size is the storage of parameters. Under
the experiment setting of the proposed model, the total number of parameters is 10.2M. Since the
proposed model incorporates multiple features, it has more parameters than the comparison models.
For comparing the inference time cost of the MFDF model with the comparison models, this study
conducts prediction experiments with batch size 32. In the experiment, the MFDF model takes 3.03
ms for one-step prediction and does not significantly increase the inference time.

4.5 Ablation Study

This paper carries out the corresponding ablation experiments to verify the influence of different
sub-modules on the overall task performance of the MFDF. As shown in Table 2, the time series sub-
module (TS), content features sub-module (FS), and temporal attention mechanism (AM) impact the
overall model performance.

Table 2: Ablation model performance

TS FS AM  Accuracy (%) F-score (%)

Vi 74.48 72.39
NG 77.53 76.29
Vv 82.83 81.32
Vi Vi Vi 85.16 83.71
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In single-module experiments, TS and FS only adopt time series or content features to make
predictions, and the model performance is relatively poor. The performance of using only the FS
module is higher than DQNH, which shows the effectiveness of the content feature modeling method
in the FS module. TS+FS combines time series with content features modeling through vector
concatenation, significantly improving performance. It shows that the time series and the content
features are complementary but lack the flexibility to handle the dynamic growth of the time series.
Ultimately, the combination of all modules can further improve the prediction performance. Time
series and content features can be assigned dynamic weights through the time attention module
at different stages. The performance differences between the comparison model and the module
combination are shown in Fig. 6.

MFDF (Qurs)
MFDF-(TS+FS)
MFDF-FS
MFDF-TS
CACNN
DTPP
DFTC
DQONH
DeepFM
EL
HNN
MA
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Figure 6: The performance comparison

4.6 The Performance in Early Stage

Predicting overall popularity in the early stage of news articles published is more valuable in
practical applications. Therefore, this paper evaluates four models considering time series features:
DTPP, CACNN, DFTC, and MFDF. Fig. 7 shows the average performance of the first 5 h after news
articles are published. As shown in Fig. 7, the proposed model’s prediction performance improved
significantly in the early stage. The CACNN has poor early prediction performance because it adopts
only meta-features for prediction in content feature modeling. The DTPP adopts news text and meta-
features for content feature modeling, which can capture richer information in the early stage, so
the prediction performance is improved. The DFTC adopts the temporal attention mechanism to
dynamically fuse time series, content features and meta-features, which can get desirable prediction
performance when the time series lacks sufficient information. Attention fusion can ensure that
content feature modeling plays a more significant role in the early stage. The MFDF model adds
more content features and considers the higher-order interaction of meta-features. Meanwhile, the
loss function based on Newton’s cooling law helps the model to invest more effort in optimizing the
prediction performance in the early stage. In addition, because the observed news popularity gets
closer and closer to the overall popularity over time, the model can achieve ideal performance even if
the weight of content features is reduced in the later stage.
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Figure 7: The model performance in the early stage

4.7 Attention Fusion Effect

This paper randomly selects a news article as a case study to study the essential role of the fusion
layer in the experiment. First, the time series of the news are divided into five stages on average. Then,
we average the attention weight for each stage and aggregate its views. As shown in Fig. §, the heat
map represents attentive weights @, @, @', @; and a;'. The darker the color is, the bigger the weight is.
It can be seen that each module has a matching contribution at the beginning. The attention weight
assigned by the model to iz; gradually increases. Thus LSTM model plays a vital role in prediction
at the later period. In addition, the weight assigned by the model to the content features is gradually
reduced. Therefore, the content features play a more significant role in the early stage. The line chart
shows the short-term fluctuations of this news article in Fig. 8. It can be seen that during some phases
of the time series, there are significant fluctuations in view amount. The output of the attention CNN
model is given a higher weight during the fluctuation phase, which means it effectively captures such

local fluctuations.

it Attention CNN
agy CNN
an HAN+LDA+FC
ay M
views
20% 40% 60% 80% 100%

Figure 8: The attentive heat map
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4.8 The Effectiveness of FM Method

In order to verify the effectiveness of the FM method in enhancing meta-feature representation,
this paper also adopts embedding techniques for embedding meta-feature into homologous dense
vectors and exploits a fully connected layer to get the final representation. As shown in Table 3, the
performance of predictions can be further improved using the FM method.

Table 3: Comparison of meta-feature representation method

Method Accuracy (%) F-score (%)
FM 85.16 83.71
Concatenation 84.12 81.23

4.9 Comparison of Loss Functions

To verify the effectiveness of the loss function, the experiments employ a loss function without a
time decay factor and a log time decay factor-based loss function. The loss function without the time
decay factor is shown in Eq. (18). The logtime decay factor is a monotonic non-incrementing function
designed by the DFTC model [12], and its formula is as follows:

D (A = [log, (At + 1] (22)

where [.]represents up rounding operator; ¥ > 1 is a hyper-parameter for controlling the decay rate.
The value of y is set as 12 based on the design of the DFTC.

As shown in Table 4, the loss function based on the time decay factor helps to improve the model
prediction performance. Among them, the time decay factor based on Newton’s cooling law performed
better in the experiment.

Table 4: Comparison of loss functions

Loss function Accuracy (%) F-score (%)
Newton’s law of cooling decay factor 85.16 83.71
Without decay factor 83.76 82.91
Log decay factor 84.65 83.13

5 Conclusion

This paper proposes a novel neural network model named Multi-Feature Dynamic Fusion
(MFDF) for news popularity prediction, which fully uses time series and content features, and
improves prediction performance through effective representation and dynamic fusion of various
features. The extensive experiments on real-world news datasets have confirmed that the proposed
model significantly outperforms state-of-the-art methods, demonstrating the validity and superiority
of the proposed model. This work will further improve in the following aspects in the future: (1) The
data used in the experiment are collected from Toutiao. It would be beneficial to validate the proposed
method with different news corpora. (2) Exploring better methods to expand news content features,
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such as attractiveness and timeliness of news. (3) Explore the impact of the transformer models for
semantic representation on popularity prediction performance.
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