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Abstract: S-boxes can be the core component of block ciphers, and how to efficiently generate S-boxes with strong cryptographic properties appears to be an important task in the design of block ciphers. In this work, an optimized model based on the generative adversarial network (GAN) is proposed to generate 8-bit S-boxes. The central idea of this optimized model is to use loss function constraints for GAN. More specially, the Advanced Encryption Standard (AES) S-box is used to construct the sample dataset via the affine equivalence property. Then, three models are respectively built and cross-trained to generate 8-bit S-boxes based on three extended frameworks of GAN, i.e., Deep Convolution Generative Adversarial Networks (DCGAN), Wasserstein Generative Adversarial Networks (WGAN), and Wasserstein Generative Adversarial Network with Gradient Penalty (WGAN-GP). Besides, an optimized model based on WGAN-GP referred to as WGP-IM is also proposed, which adds the loss function constraints to the generator network of the WGAN-GP model, including bijection loss, differential uniformity loss, and nonlinearity loss. In this case, 8-bit S-boxes can be generated with cross-training. Experimental results illustrate that the WGP-IM model can generate S-boxes with excellent cryptographic properties. In particular, the optimal differential uniformity of the generated S-boxes can be reduced to 8, and the nonlinearity can be up to 104. Compared with previous S-box generation methods, this new method is simpler and it can generate S-boxes with excellent cryptographic properties.
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1 Introduction

S-box is the core nonlinear component of a block cipher, and its cryptographic properties usually determine the security strength of a block cipher. The main indicators used to measure the cryptographic properties of an S-box include nonlinearity, differential uniformity, algebraic
degree, strict avalanche criterion, and transparency order, etc. Methods to generate an S-box with good cryptographic properties can be random generation, cryptographic structure construction, and mathematical function generation, etc. Since the search space of an S-box can be large and different indicators can perform differently, traditional construction methods cannot generate S-boxes that perform well under all indicators at the same time. Therefore, how to efficiently generate S-boxes with excellent cryptographic properties appears to be the key task in the design of block ciphers.

In the design of S-boxes, intelligent search algorithms, such as heuristic algorithms, machine learning algorithms, and deep learning algorithms, can efficiently search the optimal solution in a large space and improve the efficiency of global optimization. During the past decade, some classic intelligent search algorithms such as hill climbing [1], genetic algorithm [2, 3], neural network [4, 5], cellular automata [6], chaotic maps [7, 8] were used to generate S-boxes with excellent cryptographic properties.

Currently, the main works are still about how to generate 4/8 bit S-boxes with intelligent search algorithms, and existing works show that the generated 4-bit S-boxes have excellent cryptographic properties due to the smaller searching space [9]. However, most 8-bit S-boxes generated by the above methods may have relatively weak cryptographic properties under certain indicators, since it is usually difficult to search S-boxes that maintain good cryptographic properties under different indicators in a huge searching space. Deep learning has the advantages of strong learning ability, wide coverage, and good adaptability. So, deep learning can greatly improve our ability to solve complex problems, and it has been widely used in image recognition, natural language processing, autonomous driving, recommendation system, and so on. In light of this, deep learning may provide a new way to design S-boxes that maintain good cryptographic properties under different indicators.

This paper focuses on the design of cryptographic S-boxes based on deep learning, the main contribution is as follows.

(1) This paper studies the generation method of 8-bit S-boxes based on the GAN model. Specially, the sample dataset is constructed based on the S-box of AES with affine equivalence. Then, three models are respectively built and cross-trained to generate 8-bit S-boxes based on three extended frameworks of GAN, i.e., DCGAN, WGAN, and WGAN-GP.

(2) The optimized model WGP-IM based on the WGAN-GP model is proposed, the main idea is to construct loss function constraints for WGAN-GP to select S-boxes with excellent cryptographic properties. In WGP-IM, the loss functions of the generator are constrained by designing loss functions, including bijection loss, differential uniformity loss, and nonlinearity loss. The WGP-IM model is then cross-trained to generate 8-bit S-boxes with excellent cryptographic properties.

(3) In order to evaluate the efficiency of the proposed method, we test the cryptographic properties of the S-boxes generated with the enhanced WGP-IM model. The test results show that the enhanced WGP-IM model can generate S-boxes with excellent properties, including a reduced differential uniformity of 8, and the nonlinearity up to 104, and so on. Compared with existing S-box generation methods, the proposed method can efficiently generate S-boxes with excellent cryptographic properties, and it only takes a few seconds to generate an 8-bit S-box after the model has been trained. Besides, the method is simpler and has good generality to generate S-boxes.

The rest of this paper is organized as follows: Section 2 introduces related works. Preliminaries on generative adversarial networks and affine equivalence are described in Section 3. Based on the sample dataset constructed by affine equivalence, DCGAN, WGAN, and WGAN-GP models can be used for training and generating 8-bit S-boxes, which is shown in Section 4. In order to optimize cryptographic
properties of the generated 8-bit S-boxes, an optimized model WGP-IM is proposed to generate S-boxes, which is shown in Section 5. The cryptographic properties of the generated S-boxes and existing S-boxes are evaluated and compared in Section 6. Finally, Section 7 summarizes the paper.

2 Related Works

Intelligent search algorithms have the merit of automatic search, which can reduce the search space of optimal solution and improve the efficiency of global search by setting up reasonable constraints. In order to improve the efficiency to generate S-boxes and optimize cryptographic properties of the generated S-boxes, many intelligent search algorithms were proposed.

In 2007, Yin et al. used genetic algorithm and heuristic mutation strategy to generate S-boxes [2]. In 2017, multi-objective genetic algorithm was used to generate S-boxes [3]. In 2020, in order to further enhance the nonlinearity of the generated S-boxes, Wang et al. [10] regarded the Boolean function as the chromosome of the S-box and proposed a novel genetic algorithm to construct a bijective S-box with high nonlinearity.

Besides, neural networks have been used in the generation of S-boxes. In 2010, neural network was proposed to generate S-boxes [4]. In 2015, Zhang et al. presented a new scheme to generate S-boxes based on neural network [5]. In 2020, in order to resist side channel attacks, Aljuffri et al. [11] trained the neural network model S-NET, and used its output results to replace S-boxes to break the linear relationship between the hypothetical leakage and the real leakage of a cryptographic chip, the results applied to AES proved that it could resist common side channel cryptanalyses.

Notice that, cellular automata are also commonly used to generate S-boxes. In 2018, Ghoshal et al. proposed an optimal 4-bit S-box generation method with cellular automata rules, and they showed that the hardware implementation cost of the method can be low [6]. Based on the work of Ghoshal et al. [6], Zhang et al. [12] proposed an S-box generation method based on Cellular automata (CA) rules, and they generated 4-bit S-boxes with better cryptographic properties than existing ones. In 2020, Huang et al. [13] proposed the neural network implementation method of CA-based S-box, and a weight threshold search algorithm which can efficiently implement the neural network structure of CA-based S-boxes was proposed.

Chaotic maps are a type of mathematical function that exhibit complex, non-linear behavior, it has advantages in randomness, and it has been used to generate S-boxes earlier. In 2017, Çavuşoğlu et al. [7] proposed a new approach for designing strong S-box generation algorithms based on chaotic scaled Zhongtang system, which utilized a new random number generator with complex and interesting dynamic features. In 2022, Manzoor et al. [8] proposed a dynamic and key-dependent substitution box using an innovative chaotic map and permutation process, which was compared with other S-boxes based on chaotic maps and demonstrated its suitability for cryptographic applications.

Recently, more construction methods have been proposed. In 2019, Zahid et al. [14] proposed using cubic polynomial mapping to construct a strong S-box. In the same year, cryptographic S-boxes were also constructed using cubic fractional transformation (CFT) [15]. In 2020, Zahid et al. proposed a new S-box based on modular approach [16]. In 2021, Alhadawi et al. [17] proposed an 8-bit S-box generation method based on the Cuckoo Search (CS) algorithm and the discrete space chaotic mapping, which has good randomness and a small number of adjustable parameters. In order to further optimize the nonlinearity and the differential uniformity of S-boxes, Long et al. [18] proposed a new S-box generation method based on the discrete chaotic mapping and the improved Artificial Bee Colony algorithm (ABC). Besides, various design methods for S-boxes have been proposed.
Specifically, Rashidi [19] proposed a method to generate an S-box based on inversion and affine transformation, which exhibited better hardware implementation compared to the AES S-box with similar cryptographic properties. In 2023, in order to achieve a lower area and higher security for the inversion of the S-box in [19] over a finite field, Rashidi rewrote the original equation of inversion to optimize the S-box [20]. And Rashidi [21] also constructed two 8-bit S-boxes with lower hardware resources and lower critical path delay (CPD).

Furthermore, the emergence of side-channel attacks (SCA), post-quantum cryptography (PQC), and lightweight cryptography (LWC), have prompted the design of cryptographically strong S-boxes to meet specific needs. In detail, different styles of SCA can exploit the unintended physical leakage to extract sensitive information from cryptographic devices [22–25]. PQC can solve the hard mathematical problems in classical cryptography in a much shorter time than current computing power [26–29]. LWC refers to the field of cryptography that focuses on developing efficient and secure cryptographic algorithms suitable for resource-constrained devices [30,31]. The generation of cryptographically strong S-boxes that meets the above specific needs becomes a new design concern for the generation of S-boxes.

3 Preliminaries
3.1 Generative Adversarial Networks

GAN is an unsupervised deep learning model proposed by Ian Goodfellow et al. based on the zero-sum game idea in game theory [32]. GAN usually includes two parts, i.e., generator G and discriminator D. The generator tries to learn the sample distribution in the real dataset, and extracts the feature distribution from the real data samples. Moreover, the generator generates fake samples, and then it feeds the generated samples to the discriminator. The discriminator is essentially a binary classifier, which judges whether the input sample is the real data or the generated data, and optimizes the parameters of the generator. Through cross-training, the generator generates a generated data that approximates the real data, and the discriminator discriminates the authenticity of the sample. The GAN structure is shown in Fig. 1.

Formally, the objective function of GAN is given as follows:

\[
\min_{G} \max_{D} V(D, G) = \min_{G} \max_{D} E_{x \sim P_{\text{data}}(x)} [\log D(x)] + E_{z \sim P_{g}(z)} [\log (1 - D(G(z)))]
\]

(1)

where \(P_{g}(z)\) is the distribution of the noise \(z\), \(x\) is the real data, \(P_{\text{data}}(x)\) is the distribution of the real data and \(G(z)\) is the output of a generator. Generator G receives the random noise \(z\), and \(X_{\text{fake}}\) is the generated data \(G(z)\), which is mapped from known priors \(P_{g}(z)\). The discriminator D receives both the generated data \(X_{\text{fake}}\) and the real data \(X_{\text{real}}\), and then it judges whether the data comes from the generator or the dataset according to the probability \(D(x)\) of the real data distribution \(P_{\text{data}}(x)\).
During the model training process, the generator and the discriminator are cross-trained. After certain rounds of training, the generator $G$ can reach the optimal generation ability, and the discriminator $D$ can also reach the optimal discriminant ability. In this case, $P_{\text{data}}(x)$ and $P_g(z)$ gradually converge to reach the Nash equilibrium and the discriminator prediction approaches to 0.5. Then, the generated data and the real data can be indistinguishable.

Based on the cross-training style, GAN can obtain excellent results with back propagation. However, there are some issues exist in GAN. For instance, the training is unstable, the gradient is easy to disappear and it is unsuitable to process discrete data. In order to solve these problems, GAN has been extended to form some new architecture in recent years, e.g., DCGAN [33], WGAN [34], WGAN-GP [35], CycleGAN [36], and StyleGAN [37] were proposed consecutively.

3.2 Affine Equivalence

Note that the model training of GAN needs a large number of data samples to learn and extract the feature distribution of the real data. According to the feature distribution, the generator can output the generated data to approximate the real data. It is easier to output results with excellent properties if samples have excellent properties, since the excellent properties can be learned and used by the model. Therefore, the AES S-box is selected as the data sample. The algebraic degree of the AES S-box is 7, its differential uniformity is 4, its nonlinearity is 112, and its transparency order is 7.86 [38].

In order to construct a large number of S-box sample datasets for training, an 8-bit S-box dataset is constructed based on the selected S-boxes with the affine equivalence technique. The definition of affine equivalence is given as follows:

**Definition 1** [39]. Two $n$-bit S-boxes $S_2$ and $S_1$ are affine equivalence if there exist two invertible $n \times n$ matrices $A, B \in (n, \mathbb{F}_2)$ and constants $a, b \in \mathbb{F}_2^n$ such that:
\[
S_2(x) = B \cdot (S_1(A \cdot x \oplus a)) \oplus b
\] (2)

If $S_1$ and $S_2$ are affine equivalent, the differential uniformity and nonlinearity of the S-box remain unchanged under the affine transformation, which inherits the excellent cryptographic properties of the original S-box.

Based on the affine equivalence property, a large number of 8-bit S-boxes can be constructed to form a sample dataset. Then, data preprocessing is performed on the sample dataset. Note that in the preprocessing phase, each sample is converted into a matrix of $2^{\text{Dim}/2} \times 2^{\text{Dim}/2}$, where $\text{Dim}$ is the size of the S-box. In this case, the preprocessed sample dataset will be used as the real input data for GAN model training.

4 Generate S-Box Based on the Extended Architecture of GAN

This section describes how to train model and generate 8-bit S-boxes by based on three extended architecture of GAN, i.e., DCGAN, WGAN, and WGAN-GP, respectively.

4.1 Generate S-Box Based on DCGAN

With the increase of the number of neural network layers, the computing speed of the model will be significantly decreased. DCGAN will remove the fully connected layer, and it only uses the convolutional layer to decrease the calculation burden so that the model is more stable. In order to avoid influencing the convergence speed, the random input of the generator is directly connected with
the feature input of the convolutional layer. Similarly, the output layer of the discriminator is connected with the output feature of the convolutional layer.

The DCGAN model can learn the hidden information in the S-box sample dataset by means of the powerful feature extraction ability of Convolutional Neural Networks (CNN). Combined with the excellent generation ability of GAN to do cross-training, S-Boxes with excellent cryptographic properties may be generated.

The transposed convolution layer of the generator includes 4 layers, and the neurons of each layer are respectively set to 64, 32, 16 and 1. The generator inputs the random noise z, which is extended to 2n bits through the transposed convolution layer and converted into a matrix. Moreover, the output of the generator can be denoted as $X_{fake} = G(z)$. In order to improve the fitting ability of the model, DCGAN uses nonlinear activation function LeakyReLU in the training process. LeakyReLU has the ReLU function, and it will result in a small slope for negative value inputs. Thus, it overcomes the problem that the ReLU function does not learn and cannot back propagate after entering the negative region. Besides, it avoids sparse gradients during training, and reduces the probability of gradient disappearing in the process of training. Therefore, it is more suitable for CNN training. The expression of the LeakyReLU function is given as follows:

$$
LeakyReLU(x) = \begin{cases} 
x, & \text{if } x \geq 0 \\
\frac{x}{a}, & \text{if } x < 0, \ a \in (1, +\infty) 
\end{cases}
$$ (3)

where $x$ is the output of the upper layer and $a$ is a fixed slope.

In the last layer of the transposed convolution, Tanh function is used as the activation function. Tanh function not only has the merits of Sigmoid function, but also limits the output range to $[-1, 1]$. The formula of Tanh function is given as follows:

$$
Tanh(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}}
$$ (4)

where $x$ is the output of the upper layer.

The convolutional layer of the discriminator also includes 4 layers. The neurons in each layer are respectively set to 16, 32, 64, and 128, the convolution kernel is $5 \times 5$, and the stride is 2. The convolution operation preserves the information of the spatial structure to extract local features. The discriminator receives the real data $X_{real}$ and the generated data $X_{fake}$. The first three layers and the last layer of the convolutional layer use LeakyReLU and Tanh as activation functions respectively. Moreover, the discriminator outputs the true and false probability distribution of the generated data and the real data, and judges whether the input data is a real sample or a generated sample. Softmax function is used in the final classification. The expression of the Softmax function is given as follows:

$$
\text{Softmax}(x) = \frac{e^{V_x}}{\sum_{j=1}^{n} e^{V_j}}
$$ (5)

where $V$ is the array needs to be classified, $V_x$ is the $x$-th element in $V$, and $n$ is the length of the array $V$.

Ahead of cross-training, the number of rounds Epoch and the values of different parameters should be set. Cross-training is also referred to as adversarial training, which includes two stages, i.e., the generation stage and the discrimination stage. In the first stage, the generator $G$ is fixed and the
discriminator D is trained. In the second stage, the trained discriminator D is fixed and the generator G is trained.

In the cross-training process, back-propagation needs to be performed according to the output of the discriminator to optimize the generator and the discriminator. Back-propagation is a gradient descent process, and its goal is to minimize the difference between the output and the real data, i.e., to minimize the loss function. Cross entropy is set to be the loss function, which describes the difference between two probability distributions. The expression of cross-entropy is given as follows:

\[
H_{\hat{y}}(y) = \sum_{i=0}^{K-1} y'_i \log(y_i)
\]  

(6)

where \( y \) is the real probability distribution, \( y' \) is the predicted probability distribution, and \( K \) is the number of samples.

In the discriminant stage, according to the maximum \( \max V(D, G) \) of the difference between \( P_{data}(x) \) and \( P_g(z) \), the discriminator distinguishes the generated data and the real data, and then updates the parameters of the discriminator according to the discriminant result.

In the generation stage, according to the difference between \( P_{data}(x) \) and \( P_g(z) \), \( \max V(D, G) \) should be minimized so that the difference between two distributions is the smallest, which can be denoted as \( \min \max V(D, G) \). Moreover, the generator fits the probability distribution \( P_g(z) \) of the randomly generated noise \( z \) to the real distribution \( P_{data}(x) \) as much as possible with the activation function, and maps the random noise \( z \) to the generated data \( G(z) \), and after that updates the parameters of the generator.

The training would be ended when \( P_{data}(x) = P_g(x) \), i.e., \( \frac{P_{data}(x)}{P_{data}(x) + P_g(x)} \) tends to 0.5. In this case, an S-box is generated.

4.2 Generate S-Box Based on WGAN

Due to the difference of the data in nature, the overlap between the real data distribution \( P_{data} \) and the generated data distribution \( P_g \) is negligible. However, Jensen-Shannon (JS) in GAN is not suitable to measure the distance between data without overlap, which induces the result that it is difficult to converge for the discriminator in the process of training and good results cannot be obtained.

Different from DCGAN, WGAN mainly improves GAN from the view of the loss function, which uses the wasserstein distance to measure the difference of distributions between the real data and the generated data. In addition to computing the difference between two different data distributions without overlapping, the wasserstein distance also provides a continuous and effective gradient for the generator. The WGAN [34] value function is given as follows:

\[
\min_{G} \max_{D \in L} V(D, G) = \min_{G} \max_{D \in L} \left\{ E_{x \sim P_{data}}[D(x)] - E_{z \sim P_g}[D(G(z))] \right\}
\]  

(7)

where \( L \) is the set of K-Lipschitz functions, which requires that the function gradient value is not larger than a finite constant K. The limitation of the \( L \) set makes the gradient of the discriminator D smooth enough so that it will not become infinite or infinitesimal. Without the limitation of the \( L \) set, the discriminator will be difficult to converge in the training process. Eq. (7) shows that under the condition that the discriminator D satisfies the \( L \) set, if \( x \) is a sample of \( P_{data} \), the output of the discriminator D should be as large as possible, while if it is a sample of \( P_g \), the output of the discriminator D should be as small as possible.
Both the process of model training and generating S-box with the WGAN model can be similar to those with the DCGAN model, and the WGAN model also includes two stages, i.e., the generator stage and the discriminator stage.

The generator contains 1 fully connected layer and 2 2D convolutional layers. The generator first receives input random noise $z$ of dimension $256 \times 1$, and converts it into a feature map whose size is $4 \times 4$ with 512 channels after going through a fully connected layer. Then, it goes through 2 2D convolutional layers, the convolution kernel is $5 \times 5$, the stride is 1, the padding is 0 and the number of channels can be 256 and 1. Before entering into the convolutional layer, bilinear interpolation is used for upsampling to double the size of the feature map. Except to the last 2D convolutional layer, the other two layers need to be normalized with the Batch Normalization function and activated by the LeakyReLU function. Finally, the generator model is instantiated to convert the input random noise $z$ into a vector of dimension $(16, 16, 1)$.

The discriminator contains 3 2D convolutional layers, 1 flatten layer and 1 fully connected layer. The 3 2d convolution layers are followed by the flatten layer and the full connection layer. The convolution kernel of the 2D convolution layer is $5 \times 5$, the stride is 1, the padding is 0, and the channel number can be 128, 256 and 512 respectively. The activation function of the 2D convolutional layers is LeakyReLU, and the last two convolutional layers need to be normalized by the Batch Normalization function before activation. In this case, the discriminator model is instantiated to convert the input vector of dimension $(16, 16, 1)$ into a binary classification output (true or false).

### 4.3 Generate S-Box Based on WGAN-GP

Actually, WGAN limits the parameters of the discriminator in order to ensure that the network can meet the Lipschitz limit, which causes the gradient value of the function lies in intervals of two extreme values after the discriminator is updated. This induces the result that most of the weights will fall on two extreme values after the WGAN model cutting the weights to a certain range, therefore the fitting effect of the deep neural network can be not that well.

WGAN-GP is an improved version of WGAN, with major improvement to the Lipschitz constraints. In order to solve the problem of WGAN gradient explosion and find a suitable way to meet the Lipschitz constraint, the gradient penalty is used in WGAN-GP to meet the Lipschitz constraint and improve the stability of model training. The optimized objective function of WGAN-GP [35] is as follows:

\[
\min_G \max_D V(D, G) = \min_G \max_D \left\{ \mathbb{E}_{x \sim P_{\text{data}}} [D(x)] - \mathbb{E}_{z \sim P_{\text{g}}} [D(G(z))] \right\} - \lambda \mathbb{E}_{y \sim P_{\text{penalty}}} \left( \| \nabla_y D(y) \|_2 - 1 \right)^2 \]

where, $y \sim P_{\text{penalty}}$ indicates sampling from the real data distribution $P_{\text{data}}$ and the generated data distribution $P_{\text{g}}$, rather than the whole network. Compared with (7), (8) replaces the Lipschitz restriction of the discriminator with gradient penalty. Lipschitz restriction is used to limit the gradient of the discriminator so that it will not exceed $K$, while the gradient penalty is used to set an additional loss term to relate the gradient with $K$.

The process of model training and generating S-box with the WGAN-GP model is similar to that with the DCGAN model.

In the WGAN-GP model, the generator consists of 1 fully connected layer and 3 2D convolutional layers. The generator receives input the random noise $z$ of dimension $256 \times 1$, which is converted...
into a feature map of size $4 \times 4$ with 1024 channels after going through a fully connected layer. Subsequently, the feature map goes through 3 2D convolution layers with the convolution kernel of $5 \times 5$, the stride is 1, the padding is 0, and the number of channels can be 512, 256, and 1, respectively. The bilinear interpolation method is used for upsampling before entering the convolutional layer to double the size of the feature map. Except for the last 2D convolutional layer, the other three layers need to be normalized with the Batch Normalization function and activated with the LeakyReLU function. Finally, the generator model is instantiated to convert the input random noise $z$ into a vector of dimension (16, 16, 1).

The discriminator contains 3 2D convolutional layers, 1 data flatten layer and 1 fully connected layer. The convolution kernels of the 2D convolutional layers are all $5 \times 5$, the stride is 1, the padding is 0, and the number of channels can be 128, 256 and 512, respectively. Different from WGAN, the 2D convolution layer of the WGAN-GP model discriminator directly uses the LeakyReLU activation function, and it does not need to use Batch Normalization for normalization, otherwise it will introduce the interdependence of different samples in the same batch, which causes the result that the discriminator cannot impose gradient penalty on each data independently. Finally, the discriminator model is instantiated to convert the input vector of dimension (16, 16, 1) into a binary classification output (true or false).

5 Generate S-Box with the WGP-IM Model

The S-box generation results of the WGAN-GP model show that the optimal differential uniformity of the generated 8-bit S-box is 12, and the optimal nonlinearity is 94. In light of this, the S-box generation results of the WGAN-GP model can be worse than the S-box generation results of the DCGAN model and the WGAN model. The reason may be that the WGAN-GP model imposes a gradient penalty on each data independently, while it does not constrain the cryptographic properties of the S-box in the gradient penalty. Therefore, the model cannot extract the properties related to the S-box in the sample dataset, and the generated S-boxes have worse cryptographic properties.

In order to obtain 8-bit S-boxes with excellent cryptographic properties, an improved model WGP-IM based on the WGAN-GP model is proposed. In order to extract the properties related to S-boxes in the process of model training, some loss functions including bijection loss $L_b$, differential uniformity loss $L_{DU}$ and nonlinearity loss $L_{NF}$ are added.

The loss function of the adversarial loss $L_{adv}$ in the original WGAN-GP is as follows:

$$L_{adv} = -E_{z \sim P_g(z)} \left[ D \left( G \left( z \right) \right) \right] \quad (9)$$

where $z \sim P_g(z)$ is the distribution of the noise $z$ served as the input of the generator, and $G(z)$ represents the output of the generator.

First the generated S-boxes need to satisfy the bijection property, which will be judged by the deduplication number of elements in the truth table of the generated S-box, and the loss function of the bijective loss $L_b$ is given as follows:

$$L_b = E_{z \sim P_g(z)} \left[ \| f_b \left( f_S \left( G \left( z \right) \right) \right) - N \|_F^2 \right] \quad (10)$$

where $N$ is the size of the truth table of the S-box in the input sample set, $f_S$ is the function of converting the input data to an S-box, $f_b$ is the deduplication number of elements in the truth table of the input S-box and $\| \cdot \|_F$ is the F norm.

In order to reduce the differential uniformity of the S-box generated by the generator, a differential uniformity loss $L_{DU}$ is established. It judges the similarity between the generated data and the real data.
in the feature space by comparing the differential uniformity between the generated S-boxes and the real S-boxes. The loss function of the differential uniformity loss $L_{DU}$ is given as follows:

$$L_{DU} = E_{z \sim P_{g}(z), x \sim P_{data}(x)} \left[ DU(f_s(G(z))) - DU(f_s(x)) \right]^2$$

(11)

where $x \sim P_{data}(x)$ is the distribution of the real data, $DU$ is the differential uniformity function of an S-box, and $f_s$ is the function that converts the input data to an S-box.

Similar to the differential uniformity loss function, the loss function of the nonlinearity loss $L_{NF}$ is given as follows:

$$L_{NF} = E_{z \sim P_{g}(z), x \sim P_{data}(x)} \left[ NF\left(f_s(G(z))\right) - NF\left(f_s(x)\right) \right]^2$$

(12)

where $NF$ is the nonlinearity function of S-box.

In order to balance the influence of the above loss functions, the weighted calculation method is used to establish an objective loss function $L_G$ for the generator, and the method is as follows:

$$L_G = \lambda_1 L_{adv} + \lambda_2 L_b + \lambda_3 L_{DU} + \lambda_4 L_{NF}$$

(13)

where $\lambda_1, \lambda_2, \lambda_3$ and $\lambda_4$ are loss coefficients of different loss functions that satisfy $\lambda_1 + \lambda_2 + \lambda_3 + \lambda_4 = 1$.

The loss function $L_D$ of the discriminator network of the WGP-IM model uses the loss function of WGAN-GP [35] as follows:

$$L_D = E_{x \sim P_{data}(x)} \left[ D(x) - E_{z \sim P_{g}(z)} \left[ D\left(G(z)\right)\right] - \lambda E_{y \sim P_{penalty}} \left[ \left( ||\nabla_y D(y)\|_2 - 1 \right)^2 \right] \right]$$

(14)

Similarly, based on the generated S-box sample set, the WGP-IM model is built, and the loss function of the generator in the original WGAN-GP network is replaced with the objective loss function $L_G$, which can help the generator to learn the hidden properties in the S-box sample set and generate 8-bit S-boxes with excellent cryptographic properties after the model reaches Nash equilibrium.

6 Experiments and Analysis

The generative adversarial network extension models DCGAN, WGAN, WGAN-GP, and an improved WGP-IM model are implemented with Python to generate 8-bit S-boxes. Both Intel Xeon CPU E7-4850 CPU and NVIDIA Quadro M6000 GPU are used as the computation unit, the operate system is Windows Server 2012 R2 Standard operating system, and application software includes TensorFlow-gpu 2.50 deep learning platform, Python 3.8.0 and CUDA 9.0/CuDNN v7.0.5.

The model training for DCGAN, WGAN, WGAN-GP, and WGP-IM can be automatically performed by using different optimizers and setting different parameters. The optimizers used by these models are Adam, RMSProp, Adam and Adam, the learning rate can be set to 0.0002, 0.0008, 0.0001 and 0.0002 respectively, the number of batches is set to 128, and the number of training rounds is set to 5000. The $\lambda$ of the discriminator network in WGAN-GP and WGP-IM can be empirically set to 10 [35].

6.1 Influence of Loss Coefficients in WGP-IM Model on Cryptographic Properties

The training results of the WGP-IM model are influenced by loss coefficients. In order to analyze the influence of loss coefficients on cryptographic properties of S-boxes, different combinations of loss coefficients are set, which can be seen from Table 1, and the WGP-IM model is trained based on different combinations of loss coefficients. The differential uniformity and the nonlinearity of S-boxes...
generated with the WGP-IM model based on different combinations of loss coefficients can be seen from Figs. 2 and 3.

<table>
<thead>
<tr>
<th>Table 1: Different Combinations of loss coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficients combination</td>
</tr>
<tr>
<td>L1</td>
</tr>
<tr>
<td>L2</td>
</tr>
<tr>
<td>L3</td>
</tr>
<tr>
<td>L4</td>
</tr>
<tr>
<td>L5</td>
</tr>
</tbody>
</table>

**Figure 2:** Differential uniformity of S-boxes in different cases

**Figure 3:** Nonlinearity of S-boxes in different cases

Fig. 2 shows that the differential uniformity of the generated S-boxes are reduced with the number of training rounds. Therefore, the WGP-IM models can better learn the feature of the sample data and
the differential uniformity of the generated S-boxes can be better by increasing the number of training rounds. Moreover, the WGP-IM model generates S-boxes with the worst differential uniformity based on the coefficient combination L1, which indicates that if the adversarial loss coefficient is too small, the additional loss will induce the model to generate an inferior result. The differential uniformity of the S-boxes generated with the WGP-IM models based on the coefficient combinations L3 and L4 can be better than that of the S-boxes generated with the WGP-IM model based on the coefficient combination L5 without additional loss. In fact, the differential uniformity of the generated S-Boxes with the WGP-IM model based on the coefficient combination L3 can be the best among five cases, which indicates that the model with reasonable loss functions and loss coefficients can generate S-Boxes with good differential uniformity. Similarly, Fig. 3 shows that the nonlinearity of the S-Boxes generated with the WGP-IM model based on the coefficient combination L3 can be the best among five cases.

The above experimental results illustrate that the adversarial loss can influence the training stability and the convergence speed of the model. In this case, by constructing suitable loss functions and setting reasonable loss coefficients according to the training target, one can maintain a good training stability and convergence speed of the model, which can make the model better learn the features of the added loss function and therefore optimize the output data of the corresponding features. According to the above experimental results, in the subsequent experiments, the loss coefficients \( \lambda_1, \lambda_2, \lambda_3 \) and \( \lambda_4 \) of the generator in WGP-IM model can be set to 0.8, 0.1, 0.05 and 0.05, respectively.

### 6.2 Cryptographic Properties Evaluation of S-Boxes Generated with Different Models

In the first place, the S-box dataset is created by using affine equivalence. Then, DCGAN, WGAN, WGAN-GP, and WGP-IM are respectively built and cross-trained, which takes approximately three days to complete the cross-training phase. After the model training phase is finished, an 8-bit S-box can be generated in a few seconds. In order to evaluate the cryptographic properties of the generated S-boxes, many indicators including Bijection, strict avalanche criterion (SAC), algebraic degree \( \deg_f \), differential uniformity \( \delta_f \), differential approximation probability (DAP), nonlinearity \( N_f \), linear approximation probability (LAP), transparency order (TO) [38], and boomerang uniformity \( \beta_f \) [40] are implemented using Python programming language. And the evaluated results for the generated S-boxes according to the above implemented indicators can be shown in Table 2.

#### Table 2: Evaluation results of 8-bit S-boxes generated with different models

<table>
<thead>
<tr>
<th>Model</th>
<th>S-box</th>
<th>Bijection</th>
<th>( \deg_f )</th>
<th>( \delta_f )</th>
<th>DAP</th>
<th>( N_f )</th>
<th>LAP</th>
<th>( \beta_f )</th>
<th>SAC</th>
<th>TO</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCGAN</td>
<td>S_1</td>
<td>yes</td>
<td>7</td>
<td>10</td>
<td>0.0391</td>
<td>104</td>
<td>0.0938</td>
<td>14</td>
<td>0.498</td>
<td>7.828</td>
</tr>
<tr>
<td></td>
<td>S_2</td>
<td>yes</td>
<td>7</td>
<td>10</td>
<td>0.0391</td>
<td>102</td>
<td>0.1016</td>
<td>14</td>
<td>0.501</td>
<td>7.819</td>
</tr>
<tr>
<td>WGAN</td>
<td>S_3</td>
<td>yes</td>
<td>7</td>
<td>10</td>
<td>0.0391</td>
<td>100</td>
<td>0.1094</td>
<td>16</td>
<td>0.503</td>
<td>7.819</td>
</tr>
<tr>
<td></td>
<td>S_4</td>
<td>yes</td>
<td>7</td>
<td>10</td>
<td>0.0391</td>
<td>98</td>
<td>0.1172</td>
<td>20</td>
<td>0.504</td>
<td>7.802</td>
</tr>
<tr>
<td>WGAN-GP</td>
<td>S_5</td>
<td>yes</td>
<td>7</td>
<td>12</td>
<td>0.0469</td>
<td>94</td>
<td>0.1328</td>
<td>22</td>
<td>0.499</td>
<td>7.781</td>
</tr>
<tr>
<td></td>
<td>S_6</td>
<td>yes</td>
<td>7</td>
<td>12</td>
<td>0.0469</td>
<td>92</td>
<td>0.1406</td>
<td>20</td>
<td>0.500</td>
<td>7.758</td>
</tr>
<tr>
<td>WGP-IM</td>
<td>S_7</td>
<td>yes</td>
<td>7</td>
<td>8</td>
<td>0.0313</td>
<td>104</td>
<td>0.0938</td>
<td>10</td>
<td>0.501</td>
<td>7.836</td>
</tr>
<tr>
<td></td>
<td>S_8</td>
<td>yes</td>
<td>7</td>
<td>8</td>
<td>0.0313</td>
<td>102</td>
<td>0.1016</td>
<td>12</td>
<td>0.503</td>
<td>7.837</td>
</tr>
</tbody>
</table>
Firstly, we can see from Table 2 that the S-boxes generated by different models satisfy the bijectivity criterion. Secondly, Table 2 shows that as a measure of the ability of the S-box to resist algebraic attacks, the algebraic degree of all S-boxes is 7, this is the optimal value for 8-bit S-boxes.

Differential uniformity is a measure to evaluate the resistance of an S-box to differential cryptanalysis, and the smaller its value, the stronger the resistance of an S-box to differential cryptanalysis. In Table 2, the S-boxes generated by the WGP-IM model have the optimal differential uniformity, which is a significant improvement. Additionally, similar to differential uniformity, DAP also is a measure to evaluate the resistance of an S-box to differential cryptanalysis by describing the probability of output differences given input differences during a differential attack. The Table 2 reveals that the S-boxes generated by the WGP-IM model are the best, with an optimal DAP of 0.0313.

Nonlinearity is a measure used to evaluate the resistance of an S-box to linear analysis, and the larger its value, the stronger the resistance of an S-box to linear analysis. The optimal nonlinearity of the generated S-boxes can reach 104, which are generated by DCGAN and WGP-IM models. Similarly, LAP describes the probability of a linear approximation, and the smaller its value, the stronger the resistance to linear analysis. The results in Table 2 show that the S-boxes generated by the WGP-IM and DCGAN model have the best results.

According to the method proposed in [40], we calculate the boomerang uniformity of the generated S-boxes, and the result in Table 2 shows that the boomerang uniformity of the S-boxes generated by the WGP-IM model can be the best, which is 10. The SAC is an indicator that can be used to evaluate the influence of the input bit on the output bit of an S-box. If the probability that the output bit variates with the input bit is 0.5, the S-box satisfies SAC. Based on this, the average SAC of each S-box is evaluated, and it can be seen from Table 2 that the SAC of all S-boxes can be close to 0.5, which indicates that the S-boxes generated by different models can have good SAC performance.

TO can be used to evaluate the resistance of the generated S-boxes to differential power analysis (DPA) attacks, the smaller the TO of an S-box, the stronger its ability to resist DPA attacks. According to the definition of TO and Nonlinearity, we know that both indexes are related to the Walsh spectrum. When the value of the Walsh spectrum of an S-box is larger, the TO of the S-box is smaller, and the \( N_f \) of the S-box is smaller. According to the method proposed in [38], the TO value of the generated S-boxes are calculated, and the results in Table 2 show that the S-box generated by the WGAN-GP model has the smallest TO, which is 7.758.

Overall, Table 2 shows that the S-boxes generated by the improved WGP-IM model have excellent cryptographic properties because lost function constrains are added.

6.3 Comparison of the Cryptographic Properties of Different S-boxes Generated with Different Algorithms

The performance of the above four generated S-Boxes \( S_1, S_3, S_5, \) and \( S_7 \) together with those of existing S-Boxes under different indicators are evaluated, and the evaluation results can be shown in Table 3.

Table 3 shows that most S-boxes can achieve the optimal algebraic degree. Among them, the AES S-box has the optimal differential uniformity, DAP, boomerang uniformity, nonlinearity, and LAP, but its transparency order is the worst. Meanwhile, Inversion1 and Inversion2 have almost the same cryptographic properties as AES because they are generated by inversion and affine transformation based on AES S-boxes, furthermore, their hardware implementation area is smaller than that of AES S-boxes. Of course, the characteristics of S-boxes are similar to the AES S-boxes.
Table 3: Evaluation on the performance of different S-boxes under different indicators

<table>
<thead>
<tr>
<th>S-box</th>
<th>$deg_F$</th>
<th>$\delta_F$</th>
<th>DAP</th>
<th>$N_F$</th>
<th>LAP</th>
<th>$\beta_F$</th>
<th>SAC</th>
<th>TO</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES</td>
<td>7</td>
<td>4</td>
<td>0.0156</td>
<td>112</td>
<td>0.0625</td>
<td>6</td>
<td>0.505</td>
<td>7.860</td>
<td>[41]</td>
</tr>
<tr>
<td>Iceberg</td>
<td>7</td>
<td>8</td>
<td>0.0313</td>
<td>96</td>
<td>0.1250</td>
<td>24</td>
<td>0.492</td>
<td>7.812</td>
<td>[42]</td>
</tr>
<tr>
<td>Clefia</td>
<td>6</td>
<td>10</td>
<td>0.0391</td>
<td>100</td>
<td>0.1094</td>
<td>32</td>
<td>0.539</td>
<td>7.745</td>
<td>[43]</td>
</tr>
<tr>
<td>Zorro</td>
<td>6</td>
<td>10</td>
<td>0.0391</td>
<td>96</td>
<td>0.1250</td>
<td>42</td>
<td>0.493</td>
<td>7.806</td>
<td>[44]</td>
</tr>
<tr>
<td>Fox</td>
<td>6</td>
<td>16</td>
<td>0.0625</td>
<td>96</td>
<td>0.1250</td>
<td>256</td>
<td>0.509</td>
<td>7.788</td>
<td>[45]</td>
</tr>
<tr>
<td>Genetic</td>
<td>7</td>
<td>10</td>
<td>0.0391</td>
<td>94</td>
<td>0.1328</td>
<td>20</td>
<td>0.495</td>
<td>7.842</td>
<td>[10]</td>
</tr>
<tr>
<td>Cuckoo</td>
<td>7</td>
<td>10</td>
<td>0.0391</td>
<td>94</td>
<td>0.1328</td>
<td>20</td>
<td>0.497</td>
<td>7.825</td>
<td>[17]</td>
</tr>
<tr>
<td>ABC</td>
<td>7</td>
<td>6</td>
<td>0.0234</td>
<td>106</td>
<td>0.0859</td>
<td>10</td>
<td>0.504</td>
<td>7.848</td>
<td>[18]</td>
</tr>
<tr>
<td>Inversion₁</td>
<td>7</td>
<td>4</td>
<td>0.0156</td>
<td>112</td>
<td>0.0625</td>
<td>6</td>
<td>0.505</td>
<td>7.850</td>
<td>[19]</td>
</tr>
<tr>
<td>Inversion₂</td>
<td>7</td>
<td>4</td>
<td>0.0156</td>
<td>112</td>
<td>0.0625</td>
<td>6</td>
<td>0.509</td>
<td>7.853</td>
<td>[20]</td>
</tr>
<tr>
<td>Fast</td>
<td>6</td>
<td>12</td>
<td>0.0469</td>
<td>96</td>
<td>0.1250</td>
<td>32</td>
<td>0.523</td>
<td>7.725</td>
<td>[21]</td>
</tr>
<tr>
<td>S₁</td>
<td>7</td>
<td>10</td>
<td>0.0391</td>
<td>104</td>
<td>0.0938</td>
<td>14</td>
<td>0.498</td>
<td>7.828</td>
<td>DCGAN</td>
</tr>
<tr>
<td>S₂</td>
<td>7</td>
<td>10</td>
<td>0.0391</td>
<td>100</td>
<td>0.1094</td>
<td>16</td>
<td>0.503</td>
<td>7.819</td>
<td>WGAN</td>
</tr>
<tr>
<td>S₃</td>
<td>7</td>
<td>12</td>
<td>0.0469</td>
<td>94</td>
<td>0.1328</td>
<td>22</td>
<td>0.499</td>
<td>7.781</td>
<td>WGAN-GP</td>
</tr>
<tr>
<td>S₄</td>
<td>7</td>
<td>8</td>
<td>0.0313</td>
<td>104</td>
<td>0.0938</td>
<td>10</td>
<td>0.501</td>
<td>7.836</td>
<td>WGP-IM</td>
</tr>
</tbody>
</table>

The S-boxes of Iceberg, Clefia, Zorro, Fox, and Fast are generally not good. For the S-boxes generated with intelligent algorithms, the S-box generated with the artificial bee colony (ABC) algorithm can be better than the S-boxes generated by the Genetic algorithm, the Cuckoo algorithm, Iceberg, Clefia, Zorro, Fox, Fast, DCGAN, WGAN, and WGAN-GP. The properties of the S-boxes generated by WGP-IM are approximate to the S-boxes generated by ABC.

In terms of resistance to DPA, compared the S-boxes generated by ABC, Genetic, AES, Inversion₁, Inversion₂, the S-box generated by the WGP-IM model can also perform well according to its TO value. Of course, the S-box generated by Fast has the smallest TO value. Nevertheless, because the differential uniformity of all S-boxes in Table 3 can be not 256, the S-boxes may be unable to resist Differential Fault Analysis (DFA). If it is necessary for the generated S-boxes to resist DFA, it is necessary to construct a non-zero linear structure for the generated S-boxes.

Compared with existing S-box generation methods, the method based on the WGP-IM model can efficiently generate lots of S-boxes with excellent properties, and it only takes a few seconds to generate an 8-bit S-box after the model is trained. Besides, the method is simpler and has good generality for generating different $n$-bit S-boxes.

7 Conclusions and Future Works

In this paper, based on the optimized GAN model, an efficient S-Box generation method is proposed. The S-box of AES is used as a sample to construct a data set based on affine equivalence. Moreover, three models based on DCGAN, WGAN, and WGAN-GP are built and cross-training is performed to generate 8-bit S-boxes. Finally, an optimized WGP-IM model based on WGAN-GP is proposed to optimize the cryptographic properties of the generated S-boxes with additional loss functions constraint. The experimental results show that the optimized model can generate S-boxes...
with better cryptographic properties, and it can generate S-boxes more efficiently than many existing methods. As a new S-box generation method, it can improve the efficiency to generate S-boxes.

In future works, we will apply the loss function constraints to other deep learning models or heuristic algorithms to explore the construction of S-boxes with better cryptographic properties. In addition, we will also consider incorporating more cryptographic indicators into loss function constraints, such as transparency order, etc., and evaluate the cryptographic properties of the generated S-boxes by weighing these constraints.
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