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ABSTRACT

Earth resource and environmental monitoring are essential areas that can be used to investigate the environmental
conditions and natural resources supporting sustainable policy development, regulatory measures, and their
implementation elevating the environment. Large-scale forest fire is considered a major harmful hazard that affects
climate change and life over the globe. Therefore, the early identification of forest fires using automated tools is
essential to avoid the spread of fire to a large extent. Therefore, this paper focuses on the design of automated forest
fire detection using a fusion-based deep learning (AFFD-FDL) model for environmental monitoring. The AFFD-
FDL technique involves the design of an entropy-based fusion model for feature extraction. The combination of the
handcrafted features using histogram of gradients (HOG) with deep features using SqueezeNet and Inception v3
models. Besides, an optimal extreme learning machine (ELM) based classifier is used to identify the existence of fire
or not. In order to properly tune the parameters of the ELM model, the oppositional glowworm swarm optimization
(OGSO) algorithm is employed and thereby improves the forest fire detection performance. A wide range of
simulation analyses takes place on a benchmark dataset and the results are inspected under several aspects. The
experimental results highlighted the betterment of the AFFD-FDL technique over the recent state of art techniques.
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1 Introduction

In recent years, human-caused factors and climate changes had a major influence on the envi-
ronment. Few events include droughts, heat waves, floods, dust storms, wildfires, and hurricanes [1].
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Wildfires have serious effects on global and local ecosystems and cause severe damage to infras-
tructures, losses, and injuries in human life; hence, accurate monitoring and fire detection of the
disturbance size, type, and effect on a wide range has become more prominent [2]. Eventually, stronger
actions were taken to mitigate/avoid this consequence through earlier fire risk mapping/fire detection.
Conventionally, a forest fire was primarily recognized by human surveillance from a fire lookout tower
and only involved primitive tools, like Osborne fire Finder; but, this method is ineffective since it is
prone to fatigue and human errors. At the same time, traditional sensor nodes for detecting smoke,
heat, gas, and flame are usually time-consuming for the particle to attain the point of sensor nodes
and make them active. Additionally, the range of this sensor is very smaller, therefore, a huge number
of sensors needs to be mounted to cover wide ranges [3,4].

Current developments in remote sensing, computer vision, and machine learning methods offer
new tools to detect and monitor forest fires, whereas the advances in novel microelectronics and
materials have enabled sensor nodes to be highly effective in detecting active forest fires [5]. Different
from other fire detection survey reports which have concentrated on several sensing techniques,
on smoke/video flame methods in InfraRed (IR)/visible range, on different airborne systems, and
environments. Based on the acquisition levels, 3 major classes of broadly employed system which is
capable of detecting or monitoring active smoke/fire incident in real or near realtime are detected
and deliberated, like satellite, terrestrial, and aerial [6]. This system is generally armed with IR, and
visible/multispectral sensors where the information is treated using ML method. This method is based
on the extraction of hand-crafted features or on a robust deep learning (DL) network to detect earlier
forest fires and also for modeling smoke/fire behavior. Lastly, they introduce the weaknesses and
strengths of the above-mentioned sensor methods, and also future trends in the field of detecting earlier
fires [7].

The usage of an automated forest fire detection scheme, targeted to its primary stage, will be the
desired solution for mitigating such problems. This method can enhance and complement the present
works of human observers on detecting fires [8]. The usage of automated observation technology is
a very promising choice, backed up with a considerable amount of work existing in [9]. Amongst the
accessible fire detection techniques, they emphasize the usage of video cameras as input sources for
automated detecting systems. The optical system might stimulate the human eye to look for obvious
signs of fires. However the forest does not provide a uniform landscape scenario which makes fire
detecting an extremely difficult task. Dynamic phenomena like fog, cloud shadow reflections, and
the existence of human activities/apparatus translate to the most challenging problem and increase
the chance of false alarms [10]. Considering this problem, the current study has been performed for
implementing low-cost solutions capable of tackling this inherent challenge of detecting forest fires
through a video camera feeding ML algorithm.

This paper proposes an automated forest fire detection using a fusion-based deep learning
(AFFD-FDL) model for environmental monitoring. The AFFD-FDL technique involves the design
of an entropy-based fusion model for feature extraction including three feature extractors namely
histogram of gradients (HOG), SqueezeNet, and Inception v3 models. In addition, an optimal extreme
learning machine (ELM) based classifier is used to identify the existence of fire or not. For effectively
tuning the parameters of the ELM model, the oppositional glowworm swarm optimization (OGSO)
algorithm is applied and thus improves the forest fire detection performance. An extensive set of
simulations were performed on benchmark images and the results are examined under different
dimensions.
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2 Existing Works on Forest Fire Detection

Numerous forest fire detection using ML and DL models are available in the literature. To
automatically identify fire, a forest fire image detection method based on CNN was presented in [11].
Traditional image processing and CNN techniques are integrated, besides an adoptive pooling method
is presented. The fire areas could be divided also the features might be learned through this model in
advance. Simultaneously, the loss of sight in the conventional feature extraction processes are evaded,
and also the learning of in-valid feature in the CNNs are evaded. Jiao et al. [12] proposed a forest fire-
detecting approach through YOLOv3 to UAV-based aerial images. First, proposed UAV platforms
with the aim of forest fire recognition. Next, based on the presented computational power of onboard
hardware, a small scaling of CNN is executed using YOLOv3. Experimental result shows that the
detection rate is around 83%, and the frame detection rates could attain over 3.2 fps.

In [13], a comparison of different ML methods like regression, SVM, DT, NN, and so on, was
made to predict forest fire. The presented method shows that how regression works better for detecting
forest fires with higher precision by separating the datasets. Faster detection of forest fire is made in
this study takes less time than other ML methods. Kinaneva et al. [14] proposed an infrastructure that
employs UAVs that continually patrol across possibly threatened fire areas. Also, The UAV utilizes
the benefits of AI and is armed with onboard processing abilities. This permits to utilization of CV
approaches for the detection and recognition of fire/smoke, according to image or video input from
the drone camera. In [15], new ensemble learning methods are presented for detecting forest fires in
various situations. First, 2 individual learners EfficientDet and Yolov5 were incorporated to achieve
the fire-detecting method. Next, for other individual learners, EfficientNet is accountable for learning
global data to avoid false positives. Lastly, the detection result is performed according to the decision
of 3 learners.

Chen et al. [16] proposed a UAV image-based forest fire detecting method. First, the SVM classi-
fiers and LBP feature extraction are employed to detect smoke for making primary discrimination
of forest fire. To precisely detect the earlier phase of the fire, based on CNN, it has the features
of decreasing the amount of variables and improving the trained performances via pooling, local
receptive domain, and weight sharing. Wu et al. [17] focused on 3 challenges which surround real-time,
false detection, forest fire detection, and early fire detection. Initially, employ traditional objective
detecting methods to identify forest fire: YOLO (tiny-yolo-voc 1, tiny-yolo-voc, YOLOv3, and Yolo-
voc. 2.0), SSD, and Fast RCNN, amongst other SSD have improved real-time properties, early fire
detection, and high detection accuracy capability. Sinha et al. [18] represented a new method that
detects the HA region (near the epicenter of fire) in the forest and transmits each sensed information
to BS via wireless transmission as possible. The fire office takes required actions to prevent the spread
of fire. For these purposes, sensors are placed in forest areas for sensing distinct information that
is needed to detect forest fires and divide them into various clusters. A semi-supervised rule-based
classification model is presented for detecting whether its region is HA, MA, or LA clusters in the
forest.

3 Materials and Methods
3.1 System Pipeline

In this study, a new AFFD-FDL technique is derived for automated forest fire detection. The
proposed model begins with the feature extraction process using HOG, SqueezeNet, and Inception
v3 models. Then, the features are fused together by the use of an entropy-based fusion model.
Following by, the optimal ELM model is utilized to perform the classification process where the
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parameters involved in the ELM model are optimally adjusted by the use of the OGSO algorithm.
Fig. 1 demonstrates the overall working process of the proposed AFFD-FDL model. The detailed
working of these processes is elaborated in the subsequent sections.

Figure 1: Overall process of AFFD-FDL model

3.2 Design of Fusion-Based Feature Extraction Model

In this study, an entropy-based fusion model is employed to derive a useful subset of features. It
encompasses three models namely HOG, Inception v3, and SqueezeNet. A detailed overview of these
models is offered in the following sections.

3.2.1 Overview of the HOG Model

The main feature of the HOG feature is able to hold the local appearance of objects and account
for the in-variance of object conversion and illumination status as data and edge about gradient are
estimated by using a multiple coordinate HOG feature vector. At first, an N gradient operator was
used to determine the gradient measures. The gradient points of mammogram images are presented
as G also the image frame is displayed as I. A common equation used in computing gradient points is
pointed out below:

Gx = N ∗ I (x, y) and Gx = NT ∗ I (x, y) (1)
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The image-detecting window undergoes classification as different spatial areas are known as cells.
Thus, the magnitude gradient of the pixel is implemented by an edge location [19]. As a result, the
magnitude of gradients (x, y) is implied in Eq. (2).

Gx (x, y) =
√

Gx (x, y)
2 +

√
Gy (x, y)

2 (2)

The edge locations of points (x, y) are provided below:

θ (x, y) = Gy (x, y)

Gx (x, y)
(3)

whereas Gx represents the horizontal direction of the gradient and Gy denotes the vertical direction of
the gradient. In case of enhanced illumination as well as noise, a normalization task is processed once
completing the histogram measures. The determination of normalization is used in contrast and local
histograms can be validated. In various coordinates HOG, 4 different methods of standardization can
be employed as L2-Hys, L1-norm, L1-Sqrt, and L2-norm. When compared to this standardization,
L2-norm provides an optimal function in cancer predictions. The segment of standardization in HOG
is expressed as follows:

L2 − norm : f = h√
||h||2

2 + e2

(4)

whereas e denotes smaller positive values employed in standardization, f can be represented feature
vector, h shows the non-standardized vector, also ||h||2

2 is named as the 2-norm of HOG standardiza-
tion.

3.2.2 Structure of SqueezeNet Model

The structure block of SqueezeNet is named as fire component shown in Fig. 2. It has 2 layers:
the squeeze and expands layers. The SqueezeNet stacks a group of these fire components and some
pooling layers. The squeeze layer reduces the size of the feature map, but the expanding layer improves
it again. Thus the outcome, the similar feature map size has been continued. Another form is improving
depth, but diminishing the feature map size to obtain a higher-level abstract. These are accomplished
by enhancing the amount of filters and utilizing the stride of 2 in the convolution layers. During this
effort, it can be present the solution to an image multi-labeling issue dependent upon fine-tuning a
higher version of pre-training SqueezeNet CNN. Especially, it can be planned 2 enhanced SqueezeNet
techniques to be utilized with fine-tuning method. It also forms a base method or Model 1 which
utilizes the pre-training SqueezeNet as a feature extractor (for instance, their weights are fixed) and
improves a fully connected (FC) layer to adapt to the provided dataset.

Then another 2 increased techniques, mentioned as Model 2 and Model 3 correspondingly. In
Model 2, it can be fine-tuning Model 1, by creating every weight of SqueezeNet layers trainable. In
Model 3, it can get rid of the extra FC layer of Model 1 and reset the previous convolution layer of
the SqueezeNet method to arbitrary weights. Eliminating the FC layer is the benefit of decreasing
the weights of the deep network which therefore reduces computational cost. Rearranging the weight
of the final convolution layer enhances the generalized ability and affords a superior chance for the
network to adapt to a novel dataset. Also, during every model above, it can be changed the ReLU
activation functions of the hidden layer with the novel weight with further advanced LeakyReLU
activation functions [20]. It can insert a Batch Normalization (BN) layer then to fight over-fit and
enhance the generalization ability of networks. It could not be present in the original SqueezeNet
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method. The BN layer was established back in 2014 in the 2nd form of GoogLeNet. The BN has
been same as the model of standardization (create the data have 0 means and sometimes also unit SD)
of network input that is a general thing to do earlier utilizing a CNN on some data. The BN does
a similar thing inside CNN. Especially, it can enhance a normalization layer later the convolution
layer that creates the data in the present trained batch (data is separated in batches to ensure it fits
in computer RAM) follows a usual distribution. This way the technique efforts to learn the pattern
from the data and is not misled by huge values in it. It tries to use opposing over-fitted and improve the
generalized capability of networks. Other benefits of BN approaches are that they permit the technique
to converge quicker in trained and therefore permit us to utilize a superior learning rate.

Figure 2: Architecture of SqueezeNet

The presented solution fights over-fitted by transporting the knowledge from CNN pre-training
on a huge auxiliary dataset (such as ImageNet), rather than training it with arbitrary primary weight.
Also, it combats over-fitted by decreasing the amount of free weight and therefore decreasing the
flexibility of the network that it does not learn the small particulars or noise from the dataset. Lastly,
the novel BN approach presented inside the network enhances the generalized capability of the network
and fights over-fitted as it forces every feature value inside the network that exists in a similar small
range (0–1) rather than taking the flexibility for utilizing feature value as huge it requires for fitting
the trained data.
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3.2.3 Structure of Inception v3 Model

As the primary goal of GoogLeNet networks is an Inception network framework, the GoogLeNet
methods are known as Inception networks [21]. It has of maximal GoogLeNet version that is
categorized into distinct forms of Inception ResNet, Inceptions v1, v2, v3, and v4. Therefore, Inception
commonly consists of 3 various sizes of maximum as well as convolution pooling. The results of the
network in prior layers are determined by the network gathered when finishing convolutional tasks,
and a non-linear fusion has been performed. Likewise, the expression function of these networks and
applicable for many scales that are improved, and eliminate the overfitting problems. Inception v3
refers to a network framework proposed by Keras that is pretrained in Image Net. The primary image
input sizes are 299 ∗ 299 using 3 networks. In contrast to Inception v1 & v2, Inception v3 network
structures employ a convolutional kernel splitting method for dividing huge volumes of integral to
minimum convolution. E.g., a 3 ∗ 3 convolutional was separated into 3 ∗ 1 & 1 ∗ 3 convolution. With
these splitting models, the amounts of attributes might be limited; therefore, the network’s training
speed can be triggered while extracting spatial features in an efficient way. Concurrently, Inception v3
optimizes the Inception networks framework through 3 different sized grids such as 35 ∗ 35, 17 ∗ 17,
& 8 ∗ 8.

3.2.4 Fusion Process

Feature fusion is an important operation that integrates maximal feature vectors. The proposed
model is based on feature fusion using entropy. Additionally, the attained feature is integrated into
one vector. It consists of 3 vectors which have been calculated in the following:

fHOG×p = {HOG1×1, HOG1×2, HOG1×3, . . . , HOG1×n} (5)

fSqueezNet×p = {SqueezeNet1×1, SqueezeNet1×2, SqueezeNet1×3, . . . , SqueezeNet1×n} (6)

fInceptionv3×p = {Inception_v31×1, Inception_v31×2, Inception_v31×3, . . . , Inception_v31×n} (7)

Later, extracted features are integrated as one vector.

Fused (feature vector)1×q =
∑3

i=1

{
fHOG1×p, fSqueezeNet1×p, fInceptionV31×p

}
(8)

whereas f denotes a fused vector. The entropy is executed on feature vectors only for elected features
which are based on values.

BHe = −NHeb

∑n

i=1
p (fi) (9)

Fselect = BHe ((fi, 1186)) (10)

In Eqs. (9) and (10), p represents the likelihood feature as well as He denotes entropy. Lastly, the
elected feature is given to the classification model for discriminating the forest fire.

3.3 Design of Optimal ELM-Based Classification Model

During forest fire classification, the ELM model receives the fused feature vectors as input and
performs the classification process. ELM is developed by Professor Huang, and utilizes a single hidden
layer FFNN structure. It is provided by N trained instances and comprises L typical SLFN technique
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is written as:∑L

i=1
βiG

(
ai × xj + bi

) = Oj, j = 1, . . . , N (11)

Here G (x) refers to the activation function of the Hidden layer node, βi represents the resultant
weights amongst the initial i node and linked to the resultant neuron, (ai, bi) defines the input 8 and
the bias of the input neuron, Oj signifies the actual outcome value of resultant neurons. At this point,
(ai, bi) and βi generate

∑L

j=1‖Oj − tj‖ = 0 set up and create the SLFN technique is zero error estimate
instance set {(xi, ti) , i = 1, . . . , N}, i.e.,∑L

i=1
βiG

(
ai × xj + bi

) = tj, j = 1, . . . , N (12)

Eq. (2) has been written as Hβ = T , now H implies the hidden layer resultant matrix.

The ELM does not require adjusting the primary weight values under the procedure of training,
only a requirement for working out the weights of output least-square norm [22]. Therefore, it
requires making a compromise between minimizing the resultant weight and minimizing the error.
The equation has been generated as:

Minimize : ‖β‖ (13)

Minimize :
∑N

i=1
‖β × h (xi) − ti (14)

Same as the least squares SVM, the optimized issue is written as follows:

Minimize : L = 1
2
‖β‖2 + C

1
2

∑N

i=1
‖ζi‖2 (15)

s.t. : h (xi) β = tT
i − ζ T

i , i = 1, . . . , N

At this point, ζi = [ζi,1, . . . , ζi,m]T defines the error vector on trained instances amongst the
resultant values and true value of primary m resultant node. And C defines the regularization
parameter that is the penalty factor utilized for weighting empirical as well as structural risks and is
controlling on appropriate by setting the parameter, for achieving optimum classifier outcomes. With
the Moore-Penrose generalization inverse matrix HT of hidden layer resultant matrix H, it is obtained
the solutions β̂ = HTT , where T = [ti, . . . , tN] .

The ELM is faster training speed and optimum generalized efficiency, however in referring to
data with imbalanced class distribution it could not attain optimum outcomes so there is the need
for introducing the weighted idea in ELM, and it could generate the WELM technique. For optimal
adjustment of the parameters involved in the ELM model, the OGSO algorithm is used with the aim
of improving the detection accuracy. GSO is considered an intelligent swarm optimization method
employed in speeding up the luminescent feature of Firefly. In the GSO method, the glowworm swarm
is shared in space solutions and the FF of each glowworm position [23]. The strong glowworm has
maximal brightness and optimum location is made up of maximal FF rate. Glowworm is made up of a
dynamic line of sight, i.e., called decision domains, that has the range of density for neighboring nodes.
On the other hand, the decision radius was constrained when glowworm traveled toward the same kind
of robust fluorescence in decision domains. Achieving the high value of iteration, all glowworms will
be located in an optimal position. It is limited to 5 stages as follows:

� Fluorescence in concentration
� Neighbouring set
� Decision domain radius
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� Moving possibility
� Glowworm location

The fluorescence in the concentration upgrading methods is expressed in the following:

li (t) = (1 − α) li (r − 1) + βf (xi (t)) (16)

whereas li (f ) represents the fluorescence in the concentration of ith glowworms in time f , α means the
fluorescence in volatilization coefficients, β indicates fluoresce in development factors, f (x) signifies
FF and xi (r) represent the position of glowworms i in f time is given below:

Ni (t) = {j : ‖xj (r) − xi (t) ‖ < ri
d; li (t) < lj (t)} (17)

whereas Ni (f ) denotes the neighbor set of ith glowworms in time r and ri
d (r) denotes the radius of the

decision domain of the ith glowworms in time f as follows:

ri
d (t + 1) = min

{
rs, max

{
ri

d (t) + γ (ni − |Ni (t)|)
}}

(18)

whereas rs signifies the achieved radius of glowworms, γ indicates the values of the decision domain,
and ni displays the neighboring threshold. The moving probability of an upgraded method is given
below:

pij (r) = lj (t) − li (t)∑
k∈Nt

lk (t) − li (r)
(19)

whereas pij (t) denotes the possibility in which glowworms i travel to the glowworms j in r time as
follows:

xi (t + 1) = xi (t) + s
(

xj (t) − xi (t)
‖xj (t) − xi (t) ‖

)
(20)

The OBL is a primary goal in the efficient optimization method for improving the convergence
speed of different heuristic-enhancing models. The efficient implementation of OBL contributes
approximation of the opposite and current populations in the same generation for identifying optimum
candidate solutions of a given problem. The OBL models have been efficiently used in different Meta
heuristics employed for improving convergent speed. The models of the opposite amount should be
described in OBL.

Consider N ∈ N [x, y] to denote real numbers. The opposite numbers N° are given by

No = x + y − N (21)

In the d-dimension searching region, the depiction may be extended as follows:

No
i = xi + yi − Ni (22)

whereas (N1, N2, . . . , Nd) indicates d-dimension searching region and Ni [xi, yi] , i = 1, 2, . . . , d. From
the OBO, the approach of OBL is employed in this initiation procedure of the GSO method and for
all iterations in the application of jump rate.

3.4 Flame Area Estimation Process

The flame area estimate component is generated on the earlier established CAFE scheme [24].
For achieving further effectual detection and, concurrently, decreasing the amount of false positive
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conditions, before utilizing only the FFDI color index, the CAFE manners establishes the pre-
processing modules, during the Lab color space that offer optimum outcomes. These modules,
generally, purpose for estimating the area of noticeable flame in an image. As the classifier component
does not require that the fire be identified with smoke, with flames, or both, during this component,
such omission is resolved with the following rule: when the flames are detected from the image,
afterward the image has comprised of smoke and flames; when no flame is detected later it can be
supposed that the component is facing an image in which the fire signal was just smoke.

4 Experimental Validation

This section examines the forest fire detection performance of the proposed model on a set of
benchmark videos [25]. The proposed model converts the video into a set of frames and then the
detection process is carried out. A few sample images as demonstrated in Fig. 3.

Figure 3: Sample images
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A sample visualization results analysis of the AFFD-FDL technique on the detection of forest fire
on the applied test images is shown in Fig. 4. The figure demonstrated that the AFFD-FDL technique
has proficiently detected the fire and non-fire images correctly.

Figure 4: Visualization results analysis of AFFD-FDL technique

A set of five confusion matrices generated by the AFFD-FDL technique on the applied five
distinct sets is given in Fig. 5. The figure portrays that the AFFD-FDL technique has the ability to
classify the images into Fire and Non-Fire classes. For instance, on set-1, the AFFD-FDL technique
has effectively categorized a set of 155 images into the Fire class and 185 images into the Non-Fire
class. In line with, set-2, the AFFD-FDL manner has efficiently categorized a set of 140 images into the
Fire class and 202 images into the Non-Fire class. Additionally, on set-3, the AFFD-FDL approach
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has effectually categorized a set of 161 images into the Fire class and 183 images into the Non-Fire
class.

Figure 5: Confusion matrix of AFFD-FDL model
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Moreover, on set-4, the AFFD-FDL method has effectively categorized a set of 148 images into
the Fire class and 191 images into the Non-Fire class. Eventually, on set-5, the AFFD-FDL algorithm
has efficiently categorized a set of 146 images into the Fire class and 199 images into the Non-Fire
class.

Table 1 and Fig. 6 investigate the forest fire classification results analysis of the AFFD-FDL
technique on five sets. The results reported the effective forest fire detection performance of the AFFD-
FDL technique. For instance, on set-1, the AFFD-FDL technique has accomplished a precision of
0.986, recall of 0.994, accuracy of 0.986, F-score of 0.984, and MCC of 0.971. In line with, on set-2, the
AFFD-FDL method has accomplished a precision of 0.993, recall of 0.966, accuracy of 0.983, F-score
of 0.982, and MCC of 0.979. Along with that, on set-3, the AFFD-FDL manner has accomplished a
precision of 0.970, recall of 0.994, accuracy of 0.983, F-score of 0.982, and MCC of 0.966. Followed by,
on set-4, the AFFD-FDL algorithm has accomplished a precision of 1.000, recall of 0.980, accuracy
of 0.991, F-score of 0.990, and MCC of 0.982. Lastly, on set-5, the AFFD-FDL methodology has
accomplished a precision of 0.993, recall of 0.980, accuracy of 0.989, F-score of 0.987, and MCC of
0.977. Overall, the AFFD-FDL technique has demonstrated proficient performance with a maximum
average precision of 0.986, recall of 0.983, accuracy of 0.986, F-score of 0.984, and MCC of 0.972.

Table 1: Result analysis of AFFD-FDL model with different sets

Dataset Precision Recall Accuracy F-score MCC

Set-1 0.975 0.994 0.986 0.984 0.971
Set-2 0.993 0.966 0.983 0.979 0.965
Set-3 0.970 0.994 0.983 0.982 0.966
Set-4 1.000 0.980 0.991 0.990 0.982
Set-5 0.993 0.980 0.989 0.987 0.977

Average 0.986 0.983 0.986 0.984 0.972

Figure 6: (Continued)
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Figure 6: Result analysis of AFFD-FDL model with distinct sets

Finally, a comparative results analysis of the AFFD-FDL technique with existing techniques takes
place in Table 2 and Fig. 7 [26]. The experimental results demonstrated that the AFFD-FDL technique
has demonstrated superior performance over the other methods. On examining the results in terms
of recall, the AFFD-FDL technique has offered an increased performance with a recall of 98.30%
whereas the RF, DT, LR, and SVM models have attained a reduced performance with a recall of 98%,
54%, 62%, and 54%, respectively. Also, on investigating the outcomes with respect to precision, the
AFFD-FDL manner has obtainable a higher performance with a precision of 98.60% whereas the
RF, DT, LR, and SVM techniques have gained a lower performance with a precision of 98%, 52%,
51%, and 57%, correspondingly.

Table 2: Comparative analysis of AFFD-FDL model with existing approaches

Methods Recall (%) Precision (%) F-score (%) Accuracy (%)

AFFD-FDL 98.30 98.60 98.40 98.60
Random forest 98.00 98.00 98.00 97.00

(Continued)
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Table 2 (continued)

Methods Recall (%) Precision (%) F-score (%) Accuracy (%)

Decision tree 54.00 52.00 53.00 50.00
Logistic regression 62.00 51.00 56.00 49.00
SVM 54.00 57.00 56.00 55.00

AFFD-FDL Random Forest Decision Tree
Logistic

Regression
SVM

Recall 98.3 98 54 62 54

Precision 98.6 98 52 51 57

F-Score 98.4 98 53 56 56

Accuracy 98.6 97 50 49 55
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Figure 7: Comparative analysis of the AFFD-FDL model with present techniques

Besides, on inspecting the outcomes in terms of F-score, the AFFD-FDL technique has accessible
an enhanced performance with the F-score of 98.40% whereas the RF, DT, LR, and SVM methodolo-
gies have achieved a minimum performance with the F-score of 98%, 53%, 56%, and 56%, respectively.
Lastly, on observing the results with respect to accuracy, the AFFD-FDL technique has accessible a
maximum performance with an accuracy of 98.60% whereas the RF, DT, LR, and SVM algorithms
have obtained a lesser performance with an accuracy of 97%, 50%, 49%, and 55% correspondingly.
From the above-mentioned results analysis, it is apparent that the AFFD-FDL technique has been
found to be an effective forest fire detection model in a real-time environment.

5 Conclusion

In this study, a new AFFD-FDL technique is derived for automated forest fire detection.
The AFFD-FDL technique involves a 2-stage process namely fusion-based feature extraction and
classification. An entropy-based fusion model is employed to derive a useful subset of features. It
encompasses three models namely HOG, Inception v3, and SqueezeNet. Moreover, the optimal ELM
using the GSO algorithm is applied to fine-tune the parameters involved in the ELM model and
thereby boost the classifier results. An extensive set of simulations were performed on benchmark
images and the results are examined under different dimensions. The experimental results highlighted
the betterment of the AFFD-FDL technique over the recent state of art techniques. In the future, the
presented AFFD-FDL technique can be realized in an Internet of Things (IoT) based environment to
assist real-time monitoring.
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