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ABSTRACT

Despite the extensive effort to improve intelligent educational tools for smart learning environments, automatic
Arabic essay scoring remains a big research challenge. The nature of the writing style of the Arabic language makes
the problem even more complicated. This study designs, implements, and evaluates an automatic Arabic essay
scoring system. The proposed system starts with pre-processing the student answer and model answer dataset
using data cleaning and natural language processing tasks. Then, it comprises two main components: the grading
engine and the adaptive fusion engine. The grading engine employs string-based and corpus-based similarity
algorithms separately. After that, the adaptive fusion engine aims to prepare students’ scores to be delivered to
different feature selection algorithms, such as Recursive Feature Elimination and Boruta. Then, some machine
learning algorithms such as Decision Tree, Random Forest, Adaboost, Lasso, Bagging, and K-Nearest Neighbor are
employed to improve the suggested system’s efficiency. The experimental results in the grading engine showed
that Extracting DIStributionally similar words using the CO-occurrences similarity measure achieved the best
correlation values. Furthermore, in the adaptive fusion engine, the Random Forest algorithm outperforms all other
machine learning algorithms using the (80%–20%) splitting method on the original dataset. It achieves 91.30%,
94.20%, 0.023, 0.106, and 0.153 in terms of Pearson’s Correlation Coefficient, Willmot’s Index of Agreement, Mean
Square Error, Mean Absolute Error, and Root Mean Square Error metrics, respectively.
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1 Introduction

Assessment is an essential component of the educational process. Two types of writing assessment
are as follows [1]: Long essay scoring is used to estimate relatively long responses that can help students
to improve their writing skills and reflect their abilities to understand the subject content. It generally
includes an introduction, body, and conclusion. Short essay scoring is frequently used for scoring
short text answers for “define” and “why” questions. The content of the responses determines it, and
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the style is unimportant [2]. Manual assessment is a labor-intensive task that necessitates significant
effort, time, and resources. It puts a lot of strain on teachers, especially if they teach a large number
of students and they frequently assign writing assignments. Moreover, in the manual assessment of
writing questions, different human graders can assign different scores for the same question, which
many students regard as unfair grading.

Text similarity is a text classification category determined by how similar two texts are to one
another [3]. It can be approached in three ways [4]: string-based similarities, corpus-based similarities,
knowledge-based similarities, or a selection of possible combinations between them. Character-
based and term-based techniques, which determine similarity by counting the number of distinctive
characters in these two sequences, are the two categories of string-based similarities [4]. Examples of
character-based distance measures are Damera-Levenshtein (DL) [5], N-Gram [6], Smith-Waterman,
Jaro, etc. Examples of term-based distance measures are the Overlap coefficient [7], Matching
Coefficient [8], Cosine similarity [9], etc. Corpus-based similarities, such as Latent Semantic Analysis
(LSA) [10], Extracting DIStributionally similar words using CO-occurrences (DISCO1) [11], and
DISCO2 [12], are measures that recognize the degree of similarity between words by utilizing exclusive
information derived from large corpora. The knowledge-based similarity is a semantic similarity
approach that specifies the degree of similarity between words using data from semantic networks
[13]. The most well-known widely-adopted semantic networks used in knowledge-based similarities
are Arabic WordNet [14] and English WordNet [15]. Finally, a selection of possible combinations is
used together to achieve the best performance.

One of the most common applications of text similarity is the Automatic Essay Scoring (AES)
system. It is designed to score and evaluate student responses automatically based on a predefined
trained set of answer documents, and it frequently provides appropriate feedback and corrections for
the assessment process [16,17]. Compared with a manual process, AES systems reduce effort, time,
and the cost of institutional resources while also achieving fairness in marking student answers [17].
Some studies for scoring Arabic essays have been presented. Unfortunately, given differences in writing
methods, answer lengths, multiple synonyms, spelling errors, grammar, and morphological structure,
no empirical AES software systems for Arabic have been developed. So, the main question in this
research is how Arabic questions, with these challenges, will be used in Arabic universities and schools
that depend on smart learning, Artificial Intelligence (AI), and Natural Language Processing (NLP)
technologies. More detail will be presented in Section 2.

This study prepares a dataset in the sociology course, which includes 270 short answers (27 essay
questions × 10 student answers/questions). It is an extension of Shehab et al. [18] and is utilized to
build the proposed system, which consists of two main components. First, the grading engine measures
the similarity values between students’ answers and answer models using some similarity measures,
including string-based and corpus-based algorithms under various scenarios. Second, the adaptive
fusion engine fuses the similarity scores to enhance the overall system accuracy by providing a better
accurate correlation and reducing the error. In this engine, six Machine Learning (ML) algorithms are
applied, namely, Decision Tree (DT), Random Forest (RF), Adaboost, Lasso, Bagging, and K-Nearest
Neighbor (KNN), after applying some Feature Selection (FS) algorithms, such as Recursive Feature
Elimination (RFE) and Boruta algorithms.

The main contributions of this paper are as follows:

• Creating a novel dataset that might help many interested researchers in the field of Arabic essay
scoring systems.
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• Comparing the performance of a set of widely-adopted text similarity measures that belong
to different categories including string-based similarity measures and corpus-based similarity
measures in assessing the answers to essay questions in the Arabic language.

• Designing and implementing an automated Arabic essay questions grading system that consists
of two main subsystems: grading engine which measures the similarity between students’
answers and answers models using a number of similarity measures, and adaptive fusion engine
which fuses the similarity scores using ML algorithms to enhance the overall system accuracy.

• Using various evaluation methods such as the Pearson’s Correlation Coefficient (CORR),
Willmot’s Index of Agreement (D), Mean Square Error (MSE), Mean Absolute Error (MAE),
Root Mean Square Error (RMSE), and Runtime to assess the models’ performance

• Providing feedback and reports for each institution, student, and teacher who rely on smart
learning, AI, and NLP technologies.

The rest of this work is organized as follows: Section 2 presents some related work. Section 3
describes the proposed framework. Section 4 shows the experimental results and discussion. Section 5
presents the conclusion and future work.

2 Related Works

Several automatic grading systems in English have been used: Project Essay Grading (PEG) [19],
IntelliMetric [20], C-rater [21], Paperless School free-text Marking Engine (PS-ME) [22], Automark
[23], and Bayesian Essay Test Scoring System (BETSY) [24], whereas a few studies have been conducted
in Arabic [25–34]. Thus, this section discusses some of the efforts made toward developing Arabic
automatic essay grading systems.

Reafat et al. [25] proposed an LSA-based method for evaluating Arabic essays. Only 29 student
answer papers were used in the experiment (5 papers for training and 24 for testing). The proposed
method is primarily concerned with reducing the deleted stop-words to achieve a satisfactory grading
level. According to the system, the correlation between automatic and manual scores is 0.91. However,
it lacks feedback on answers for students and teachers.

Gomaa et al. [26] used a hybrid approach in which they combined multiple similarity measures,
including the longest common subsequence. They created a dataset containing 610 Arabic-language
student responses. This proposal estimates the student responses after they have been translated into
English. They tried to treat the challenges of processing Arabic text. However, the proposed framework
has many drawbacks, such as the absence of good stemming techniques, the loss of context structure
because many words are not semantically translated from Arabic to English, and the experimental
results that must be fed to a machine-learning algorithm that takes a long time to process.

Gomaa et al. [27] investigated similarity algorithms for Arabic automatic short-answer grading.
String-based and corpus-based similarity measures are being combined and assessed. Students’
answers are handled holistically and partially, and useful feedback is provided. Moreover, the authors
created a new benchmark Arabic dataset with 50 questions and 12 answers for each question. Finally,
the results of the evaluation measures demonstrated that the proposed model could be deployed in the
actual environment.

Ewees et al. [28] compared the Cosine similarity and KNN algorithm in the LSA method to
score Arabic essays automatically. They also enhanced LSA using some pre-processing tasks, such as
processing the entered text, unifying letterforms, removing formatting, replacing synonyms, stemming,
and removing “stop-words.” The system outputs revealed that using Cosine similarity with LSA
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produced better values than using KNN with LSA. This system has a 0.88 overall correlation with
the teachers’ evaluations.

Alghamdi et al. [29] demonstrated a hybrid computerized Arabic essay assessment system that
combines LSA with the three linguistic aspects: 1) word frequency, 2) word stemming, and 3) spelling
errors. This suggestion should determine the reduced dimensionality to use in LSA to assess the
effectiveness of this suggested system. According to the system, 96.72% of the test data is correctly
graded and automatic and manual scores correlated at 0.78, similar to the inter-human correlation
of 0.7.

Al-Jouie et al. [30] presented an automatic evaluator of student essays in Arabic. A system modeled
after the scheme used by schoolteachers in Riyadh, Saudi Arabia’s capital. Language proficiency, essay
structure, and content that is relevant to the topic are the criteria to be used to grade the essays. Thus,
they created a method based on the LSA similarity measure and rhetorical structure theory. The system
was tested on over 300 different essays, all of which were handwritten by schoolchildren and covered
a wide range of topics. Machine-human correlation in grading was used to assess performance. This
system has a 0.79 overall correlation with the teachers’ evaluations and a 78.33% overall accuracy on
the test data.

Shehab et al. [18] applied four text similarity measures, two for string-based algorithms and two
for corpus-based algorithms to 210 Arabic students’ answers from an in-house dataset to score them
and find an efficient method for essay grading. When compared with the word-based approach, the
N-Gram approach is used in this model because it is simpler and produces a more reliable result
when dealing with noisy data, such as grammatical or spelling errors. The researchers showed that
the character-based N-Gram algorithm outperformed the other three types in terms of CORR (0.82):
Damera-Levenshtein, LSA, and DISCO2.

Azmi et al. [31] presented a hybrid Arabic scoring system that considers LSA, writing style, spelling
errors, and some other lexical aspects. The 350 Arabic essays collected from schoolchildren were used
to test the system. The best accuracy was reported to be 0.9, with a CORR of 0.76. The relatively
high accuracy value may be because auto-“exact” scores and “within range” scores are acceptable and
correct scores. The auto-score is “exact” when the difference between it and the actual score is between
0 and 0.5, and the auto-score is “within range” when the difference between it and the actual score is
between 0.5 and 2.5.

Al Awaida et al. [32] proposed the lone work that utilized Arabic WordNet (AWN) in Arabic AES
systems. The intention was to increase the system’s accuracy by swapping out student answer word
synonyms. The authors used the f-score to add the selected features to the feature space, and Cosine
similarity to measure the similarity between the student answer and the model answer. Schoolchildren
collected and tested an in-house dataset containing 120 questions and three model answers for each
question. The impact of using AWN is compared. The authors reported CORR ranges of 0.5–1 and
MAE of 0.117, and they concluded that using AWN improves text similarity accuracy.

Abdeljaber [17] suggested a string-based text similarity measure, namely, the Longest Common
Subsequence (LCS) for grading short answers to Arabic essay questions depending on Arabic
WordNet. The authors reported that the framework achieved the best results with an RMSE value
of 0.81 and a CORR value of 0.94 on a dataset of 330 students’ answers. However, feedback and
correction on the answers for students and teachers were not given.

Nael et al. [33] were the first researchers to develop a method for assessing Arabic quick
answers using deep learning approaches. They proposed AraScore after conducting empirical research
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and studies with a baseline model, Recurrent Neural Network (RNN), Long Short-Term Memory
(LSTM), Bidirectional LSTM (Bi-LSTM), and two transformer-based language models: Bidirectional
Encoder Representations from Transformers (BERT) and Efficiently Learning an Encoder that
Classifies Token Replacements Accurately (ELECTRA). They ran all the tests on the Automated
Student Assessment Prize (ASAP) short answer scoring dataset, which has 17,205 responses and
approximately 1,600 answers for each question. As a result, they achieved cutting-edge performance
with a Quadratic Weighted Kappa (QWK) score of 0.78, demonstrating the strength and robustness
of modern Arabic NLP techniques. However, this proposed system was trained and tested on the
translated text that differed syntactically from real Arabic text.

Badry et al. [34] attempted to create an Automatic Arabic Short Answer Grading (AASAG)
model by utilizing semantic similarity techniques. It is employed to gauge how semantically similar the
student’s response is to the sample response. The suggested approach is applied to the Arabic Dataset
for Automatic Short Answer Grading Evaluation (AR-ASAG). It is one of the few publicly accessible
Arabic datasets. It includes 2133 pairs of student responses and model responses in formats like txt,
xml, and db. Through two tests that used two weighting schemas: local and hybrid local and global
weighting schema. The efficacy of the proposed approach was assessed. The hybrid local and global
weight-based LSA approach that was created produced superior outcomes than local weight-based
LSA, with an F1-score value of (82.82%) and an RMSE value of 0.798, respectively.

To conclude, the most of aforementioned studies lack high accuracy, low processing time, and
provide feedback. As a result, the missing feedback and low correction on the answers to Arabic essay
questions for students and teachers with high processing time are considered research gaps and should
be addressed using an effective tool based on text similarity and ML algorithms as presented in the
proposed system.

Table 1 shows the current state-of-the-artwork-related Arabic automatic essay grading systems.
For each previous work, the used text similarity approach, the used dataset size, and the used
evaluation measures are stated.

3 Proposed System

This section explains the components of building the proposed system. The next subsections illus-
trate dataset description, text pr-processing, grading engine, adaptive fusion engine, and report with
score and feedback. Fig. 1 summarizes these components in a block diagram, and each component is
discussed in detail in the following subsections.

3.1 Student Answer and Model Answer (SA&MA) Dataset

We depended on a dataset prepared in a sociology course to apply the similarity algorithms
between SA and MA. It is an extension to the dataset used in Shehab et al. [18], which was taken
by secondary level 3 students, with the total student answers being 270 (27 questions/assignment
× 10 student answers/questions). Human graders evaluated the dataset question answers using model
answers, with scores ranging from 0 (completely incorrect) to 5 (completely correct). Each judge had
no idea about the other judge’s correction and grade. The mean score of two graders is calculated
to consider the essential standard of the grading process. Table 2 displays a sample question, model
answer, student answers, and the average scores that consider dataset attributes of Arabic text in a
sociology course.
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Table 1: Previous Arabic automatic essay grading systems

Reference Text similarity
approaches

Dataset size Evaluation measures

Reafat et al. [25] String and corpus-based 29 student’s answer
papers

CORR = 0.91

Gomaa et al. [26] String, corpus, and
knowledge-based

61 questions with 10
answers for each
question

CORR = 0.83,
RMSE = 0.75

Gomaa et al. [27] String and corpus-based 50 questions with
12 answers per each

CORR = 0.86,
RMSE = 0.76

Ewees et al. [28] String and corpus-based 29 student’s answer
papers

CORR = 0.88

Alghamdi et al. [29] String and corpus-based Around 600 students
answer essays

CORR = 0.78,
RMSE = 0.89,
Accuracy = 96.72%

Al-Jouie et al. [30] String and corpus-based 300 students responded
to essays

CORR = 0.79,
Accuracy = 78.33%

Shehab et al. [18] String and corpus-based 21 questions/assignment
× 10 student
answers/question

CORR = 0.82

Azmi et al. [31] String and corpus-based 350 students responded
to essays

CORR = 0.76,
Accuracy = 90%

Al Awaida et al. [32] String and
knowledge-based

40 questions and 120
answers

CORR ranges from
0.5–1,
MAE = 0.117

Abdeljaber [17] String and
knowledge-based

10 questions/assignment
× 33 student
answers/question

CORR = 0.94,
RMSE = 0.81

Nael et al. [33] String and corpus-based
with a baseline model and
two transformer-based
language models

Approximately 1,600
answers/question

QWK = 0.78

Badry et al. [34] String and corpus-based 2133 pairs of models
and student answers

F1-score = 82.82%,
RMSE = 0.798

3.2 Text Pre-Processing

This crucial stage in any model transforms raw data into a format that can be used to correct errors
in the dataset collected from the actual world and produce more accurate results and performances
[35–37]. The text pre-processing component is achieved by the following processes: data cleaning and
NLP tasks. These processes are described in detail below.
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Figure 1: The proposed system’s flow diagram

3.2.1 Data Cleaning

A better probability of getting good results if the used dataset has been well-cleaned. As a
result, two sub-processes involved in data cleaning are applied: rebuilding missing data and managing
unwanted outliers.

• Rebuilding missing data: The used original dataset contains some missing data, such as the
absence of a student’s degree in any sociology question. As a result, the rebuilding missing data
are applied to remove it using the strategy of the mean where the average values of the scores
are taken and exchanged the null value with the average value.

• Managing unwanted outliers: In the used dataset, manually, the questions, answers, and scores
that consider outliers are removed and can be enhanced the performance of the system.

3.2.2 Natural Language Processing (NLP) Tasks

NLP tasks consider the scenarios of the grading process while measuring the similarity values
between SA and MA. The major NLP tasks are Raw, Tokenization, Stop-words, Stemming, and Stop-
stem. Raw calculates the values for similarity without utilizing any NLP tasks. Tokenization reduces
a text sequence to a series of sentences, and then those sentences to individual tokens [4,18]. Stop-
words must be eliminated from the text because they are of no notable significance and don’t add
any meaning to the text’s classification. Stemming eliminates all prefixes, suffixes, and infixes from
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the word, returning it to its original root. Finally, Stop-stem applies Stop-words and Stemming NLP
tasks. An example applied to sample Arabic data.

Table 2: Experiment’s dataset sample

Question Average
scores

Model
answer

1 5

2 4
3 2
4 5

5 5

6 5

7 2
8 5.2
9 5.1
10 3

Text:

Token as:

The Stop-words process output as:

The Stemming process output as:

The Stop-stem process output as:
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3.3 Grading Engine

The objective of the grading engine is to compute the similarity values between SA and MA
using some text similarity measuring algorithms, including string-based and corpus-based algorithms,
separately under various scenarios. To test the grading engine, thirteen string-based algorithms and
two corpus-based algorithms are implemented.

The proposed system employs the Bag-Of-Words (BOW) model to compute sentence-to-sentence
similarity instead of word-to-word similarity. The BOW model represents each sentence as a collection
of words without order and regards grammar rules.

The similarity score between SA and MA is computed by computing the similarity score for each
pair of words and then computing the overall score based on these similarity score values [38]. To
compute the overall similarity score, a N × M similarity matrix is constructed, where N indicates the
word count in the MA and indicates the word count in the SA. Moreover, in the similarity matrix,
each word in MA is represented using a row while each word in SA is represented by a column. The
similarity score between the SA and MA is computed after the similarity matrix is constructed using
Eq. (1) [26].

sim(MA, SA) = 1
2

(∑
w∈{MA }(Sim(w, SA)) ∗ f (w))∑

w∈{MA } f (w)
+

∑
w∈{SA }(Sim(w, MA)) ∗ f (w))∑

w∈{SA } f (w)

)
(1)

where f (w) represents the word’s relative frequency that belongs to MA or SA and Sim (w, SA) can
be computed either by the maximum similarity (MaxSim) or the average similarity (Avgsim). MaxSim
indicates the biggest similarity score between a certain word w and the remaining words in the SA,
whereas Avgsim is computed by the summing the similarity values of a certain word w and dividing
the result by the word count in the SA. Sim (w, MA) is computed in the same way.

3.4 Adaptive Fusion Engine

To determine how closely the model and the grader are correlated in the process of assigning
grades, measures of the correlation are applied. Depending on the experimental results of the CORR
and D values, it is noticed that more work is needed to maximize correlation at a desired and satisfying
level. Thus, the adaptive fusion engine component is added to combine the different obtained similarity
values to enhance the efficiency of the proposed system.

This component is applied by the following processes: preparing obtained scores, applying
feature selection algorithms, validating the model’s results, applying machine learning algorithms, and
measuring evaluation metrics. These processes are described in detail below.

3.4.1 Features Preparation

In the proposed system, sixty features that consider fifteen well-known text similarity string-based
and corpus-based measuring algorithms under four various scenarios including Raw, Stemming, Stop-
words, and Stop-stem are employed. The values of the scores acquired using a single text similarity
algorithm under a single NLP scenario are represented as a feature. Two sub-processes involved in
feature preparation are applied: normalization and feature scaling.

• Normalization: Normalization entails changing the data, namely, translating the source data
into a different format that enables efficient data pre-processing. A minimax scaler is used to
scale and transform the features using a specific range of 0 and 1 [39], as shown in Eq. (2).
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Anormalized = A − Amin

Amax − Amin

(2)

where min, max = feature range.

A similarity value for each feature bounded by the interval [0, 1] is produced, where 1 indicates
that the findings are identical and 0 indicates no meaningful resemblance between SA and MA.

• Feature Scaling: Feature scaling is a method for effectively distributing the independent features
in the dataset over a predetermined range. The standard scaler is one of the most widely used
algorithms in feature scaling pre-processing. It is critical because it speeds up the algorithm’s
learning process [40]. This algorithm is executed for each normalized input feature in the
original dataset, resulting in better results for the proposed framework. The average and
standard deviation are measured for each normalized feature to standardize it. Then, the new
value of Ascaled for each sample A is computed, as shown in Eq. (3) [37].

Ascaled = A − A
σ

(3)

where A and σ represent the average and standard deviation of a specific feature, respectively.

3.4.2 Feature Selection (FS) Algorithms

The computational cost and memory usage are usually exponential because of the massive number
of high-dimensional data during modern data analysis, visualization, and modeling. To address these
issues, the FS process is one of the most basic techniques that is frequently used. It applies by
eliminating no longer relevant, noisy, or redundant features and retaining relevant information for
resolving the specific problem [41].

Filter, wrapper, and embedded are the three different types of FS methods. Using the characteris-
tics of the data, filter methods select the most discriminative features depending on a two-step strategy.
First, all features are ranked based on specific criteria. Second, the features with the highest rankings
are chosen [42,43]. Wrapper methods evaluate the features using the intended learning algorithm
[42,43]. Finally, embedded methods select features while the modeling algorithm is running. Two
popular FS algorithms are used in the proposed system: RFE and Boruta algorithms, to reduce the
features and improve the results.

• Recursive Feature Elimination (RFE) Algorithm

The RFE algorithm is executed by Guyon et al. [44]. Its popularity is because of its simplicity and
effectiveness during setup and usage. Two essential configuration parameters are applied during the
implementation. The first configuration is a number of features, and the second is the technique that
is used to select this feature with its parameters (estimator).

To select the features using the recursion method, according to [45], the relative importance of each
feature can change significantly when evaluated over a different subset of features during the stepwise
elimination process. Then, A final ranking is constructed based on the (inverse) order in which features
are eliminated. Finally, the FS process is determined by selecting the first n features from the ranking.
The RFE algorithm’s pseudo-code is shown in Algorithm 1.
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Algorithm 1: The pseudocode for the RFE
Input:
originalDataset D; set of n features Fe = {f1,..., fn}; estimator.
Output:
n_features_to_select Fe
Code:
Built a regressor estimator using D
Final ranking R
Repeat for i in {1:n}

Rank set of Fe using the estimator
LRF ← last ranked feature in Fe
R(n − i + 1) ← LRF
Fe ← Fe-LRF

• Boruta Algorithm

The Boruta algorithm is a wrapper for the random forest classification algorithm, which is
implemented in the R package randomForest [46]. It considers multivariable relationships and is
effective for classification and regression problems. Moreover, it is based on the idea that by adding
randomness to the system and collecting results from an ensemble of randomized samples, random
fluctuations, and correlations can be reduced in their misleading impact [47].

Algorithm 2 shows the working steps of the Boruta algorithm. To select the features using the
Boruta method, according to [48], shadow attributes (shadowAttrs) are created by extending the
original dataset (D), the RF algorithm is applied to the extended dataset (extendedDataset), and
the measure of Z score is applied to each feature (zScoreSet). Consequently, the maximum value
of zScoreSet among shadowAttrs (MZSA) is defined, and the hit is selected for each feature that is
considered better than MZSA. Then, MZSA employs a two-sided equality test. The features with more
significance than MZSA are considered important (appliedSet), and the features with less significance
than MZSA are considered unimportant (canceledSet). Finally, the algorithm is executed in several
iterations until the number of RF implements is achieved or the features are assigned as important or
unimportant.

Algorithm 2: The pseudocode for the Boruta
Input: originalDataset D; # RFimplements (the number of RF implements); appliedSet = ϕ; canceled-
Set = ϕ.
Output: finalSet that includes important and unimportant features.
Code:
For each # RFimplements Do

originalPredictors ← D
shadowAttrs ← permute(originalPredictors)
extendedPredictors ← join (originalPredictors, shadowAttrs)
extendedDataset ← join (extendedPredictors, D (decisions))
zScoreSet ← randomForest(extendedDataset)
MZSA ← max (zScoreSet (shadowAttrs))
For each a ∈ originalPredictors Do

If zScoreSet(a) > MZSA Then
(Continued)
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Algorithm 2 (continued)
hit(a)++

For each a ∈ originalPredictors Do
significance(a) ← twoSidedEqualityTest(a)
If significance (a) > MZSA Then

appliedSet ← finalSet ∪ a
Else If significance (a) < MZSA Then

canceledSet ← canceledSet ∪ a
Return finalSet ← appliedSet ∪ canceledSet

As mentioned above, the FS approach is a solution for high data dimensionality that improves
the performance of models, reduces the data dimensionality, and increases the accuracy and reliability.
In RFE, the forty-four features are extracted and eliminated sixteen features using the estimator as
an RF regressor and determined the number of features with the (n_features_to_select) parameter. In
Boruta, thirty-seven features are extracted and eliminated twenty-three features using the RF regressor
estimator, and selected the number of RF implements with the n_estimators’ parameter.

3.4.3 Model Validation

In implemented experiments, we used the widely used method of cross-validation: the random
hold-out method. The random hold-out method is applied to estimate the effectiveness of ML
algorithms for predictive modeling problems on a dataset that was not executed in the training model.
It is a quick and simple procedure and can be applied to any supervised learning algorithm for
regression or classification problems.

This procedure divides the dataset into two groups. The first group, known as the training dataset,
is used to fit and transform the model, and the second group, known as the test dataset, is used to
predict unknown values of the model [49]. The used dataset was randomly divided into many training-
testing phases, but two methods are chosen because of their effectiveness. The two methods are 70%–
80% for the training phase and 30%–20% for the testing phase. These attempts aim to find the best
training-testing phase that maximizes the CORR and D values between manual and automatic grading
for essay question assessment while reducing the teacher’s inaccuracy.

3.4.4 Machine Learning (ML) Models

Some ML algorithms were used, namely, K-Nearest Neighbor (KNN), Lasso, Random Forest
(RF), Decision Tree (DT), Bagging, and Adaboost algorithms. Table 3 shows the parameters of the
ML methods used in implemented experiments.

3.4.5 Evaluation Metrics

Five evaluation metrics were used in implemented experiments, namely, CORR, D, MSE, MAE,
and RMSE, to calculate and evaluate the performance of the models.
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Table 3: The parameters of ML methods

ML methods Parameters

KNN n_neighbors = 8, p = 1
Lasso alpha = 0.02, tol = 1e-2
RF max_depth = 9, n_estimators = 300, min_samples_split = 15, max_features =

“sqrt”
DT criterion = ‘friedman_mse’, max_depth = 5
Bagging regressor = (DecisionTreeRegressor (min_samples_leaf = 3, max_depth = 10)),

n_estimators = 300
Adaboost n_estimators = 200, learning_rate = 0.4

Pearson’s Correlation Coefficient: Pearson’s Correlation Coefficient (CORR) is used to calculate
to what extent the model and the grader are correlated when assigning grades. It is computed using
Eq. (4).

CORR =
∑

(A − A)(B − B)√∑
(A − A)2

√∑
(B − B)2

(4)

Willmot’s index of agreement: Willmot’s index of agreement (D), which ranges from 0 to 1, is a
standardized measure of the level of model prediction error [50]. A perfect match is represented by an
agreement value of 1, whereas total discord is represented by a value of 0 [50]. The index of agreement
can identify proportional and additive discrepancies between the variances and means of the real and
simulated data [51]. It is computed using Eq. (5).

D = 1 −
∑N

i=1 (Ai − Bi)
2∑N

i=1

(∣∣Bi − A
∣∣ + ∣∣Ai − A

∣∣)2 (5)

Mean Square Error: Mean Square Error (MSE) in statistical models quantifies the amount of
error. It is computed by the average squared difference between the observed and predicted values. It
is never a negative value and is employed in regression predictive modeling. When the value of MSE
is small, the best-fit line can be found easily. It is computed using Eq. (6).

MSE = 1
N

∑N

i=1
(Ai − Bi)

2 (6)

Mean Absolute Error: Mean Absolute Error (MAE) is known as the average of the absolute
differences between the predicted and observed values. It is never a negative value and is employed
in regression predictive modeling. It can detect errors despite its limited sensitivity to outliers. It is
computed using Eq. (7).

MAE = 1
N

∑N

i=1
|Ai − Bi| (7)
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Root Mean Square Error: Root Mean Square Error (RMSE) is a popular metric for calculating the
difference between predicted and observed values. It is never a negative value. A lower RMSE value is
preferable to a higher RMSE value. It is computed using Eq. (8).

RMSE =
√

1
N

∑N

i=1
(Ai − Bi)2 (8)

where N is the number of values, Ai is the original or observed value, Bi is the predicted value from
regression, A is the original or observed values, B is the predicted values from regression, and A and
B are the averages of each observed and predicted value, respectively.

4 Experimental Results and Discussion
4.1 The Environment

The experiments were implemented on a Z Book laptop with the characteristics of Intel (R) Core
(TM) i7-6600U (Central Processing Unit) CPU @ 2.60 GHz 2.81 GHz of processor, 16 GB of Random
Access Memory (RAM), and 64-bit Operating System (OS) of system type. A common Java software,
NetBeans (IDE 8.2), is used to apply text similarity algorithms at the grading engine and a common
Python software, Anaconda (Jupter-python 3), to develop and evaluate the proposed framework at the
adaptive fusion engine. Furthermore, four different methods Raw, Stemming, Stop-words, and Stop-
stem are used in testing for each text similarity technique and divided the used dataset into training
and testing phases using the random hold-out technique after applying the FS methods for model
validation to be executed on the ML algorithms.

4.2 Results and Discussion

The main components of the proposed system were grading and adaptive fusion engines. The
following sub-sections present the results in detail.

4.2.1 Results of the Grading Engine

Some results of similarity algorithms are mentioned according to the most suitable CORR & D
values and ignored the other similarity algorithms, as shown in Table 4.

Based on Table 4, the DISCO2 similarity measure is the best compared with other string-based
and corpus-based similarity algorithms under various scenarios with CORR and D values of 79.90%
& 83.60%, respectively in the Raw task, 80.60% & 85.10%, respectively in the Stemming task, 79.10%
& 82.60%, respectively in the Stop-words task, and 79.40% & 83.00%, respectively in the Stop-stem
task. In general, the results of DISCO2 produced the best CORR and D values compared with other
similarity algorithms because of existing groups of words with similar distributions.

4.2.2 Results of the Adaptive Fusion Engine

The ML algorithms were applied to the results of similarity algorithms to enhance the correlation
values and reduce the errors.

In this sub-section, five experiments have been conducted to evaluate the proposed system. The
evaluation metrics CORR, D, MSE, MAE, and RMSE are used to represent the models’ performance.
Moreover, the Runtime during the training and testing models is calculated to show how a dataset with
FS algorithms reduced the time compared with a dataset without FS algorithms.
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Table 4: The correlation results between SA and MA using some text similarity algorithms under
various scenarios

CORR (%)
D

Similarity algorithm Raw Stemming Stop-words Stop-stem

N-Gram 78.10 77.60 77.60 76.40
81.10 80.50 80.60 79.00

Matching coefficient 77.90 79.60 76.40 78.00
80.90 83.40 78.80 80.90

Needleman–Wunsch 76.80 77.70 76.70 77.80
79.30 80.70 79.00 80.90

DL 78.60 78.50 78.60 78.70
81.70 81.40 81.70 81.80

Jaccard similarity 76.10 77.50 75.00 76.20
78.40 80.60 77.40 78.50

DISCO1 78.70 80.10 77.50 78.90
81.80 84.40 80.60 81.80

DISCO2 79.90 80.60 79.10 79.40
83.60 85.10 82.60 83.00

These experiments are summarized in experiments A, B, C, D, and E. Experiment A shows
the CORR and D metrics. Experiment B shows the MSE metric. Experiment C shows the MAE.
Experiment D shows the RMSE metric. Finally, Experiment E shows the Runtime for each training
and testing time. Moreover, each experiment is discussed using the (70%–30%) training-testing phase
and (80%–20%) training-testing phase to present the results.

Experiment A: CORR & D Evaluation Metrics of the Regressors

According to Figs. 2 and 3, in (a), the best CORR and D values in ML algorithms are achieved by
the RF and Bagging algorithms, whether the dataset is with or without FS algorithms. In the dataset
without FS, the RF and Bagging achieve CORR values of 87.60% and 86.50% and D values of 92.10%
and 91.70%, respectively. For the RFE algorithm, RF and Bagging achieve CORR values of 88.00%
and 86.50% and D values of 92.00% and 91.70%, respectively. Moreover, for the Boruta algorithm,
RF and Bagging achieve CORR values of 88.20% and 86.80% and D values of 92.50% and 91.90%,
respectively. However, the DT has the worst results with CORR and D values of 72.00% and 75.00%
for the dataset without FS, 71.00% and 74.00% for the RFE algorithm, and 74.10% and 77.20% for
the Boruta algorithm, respectively.
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Figure 2: (a) Results of the CORR (70%–30%). (b) Results of the CORR (80%–20%)

Figure 3: (a) Results of the D (70%–30%). (b) Results of the D (80%–20%)

In (b), RF and Bagging ensemble methods are the best algorithms for CORR and D values
whether the dataset is with or without FS algorithms. In the dataset without FS algorithms, the CORR
and D values of 91.30% and 94.20% for the RF algorithm and 90.60% and 93.90% for the Bagging
algorithm are achieved. For the RFE algorithm, CORR values of 91.00% and 90.60%, and the same
D value of 94.00% are achieved by RF and Bagging, respectively. Moreover, for the Boruta algorithm,
RF and Bagging achieve CORR values of 90.90% and 90.40% and D values of 94.00% and 93.80%,
respectively. However, the DT has the worst results with CORR and D values of 82.00% and 85.00% for
each dataset without the FS algorithm and the RFE algorithm, respectively. Also, it achieves CORR
and D values of 76.60% and 78.40% for the Boruta algorithm, respectively.

Experiment B: MSE Evaluation Metric of the Regressors

According to Fig. 4, in (a), the best MSE values in ML algorithms are achieved by the RF and
Bagging algorithms, whether the dataset is with or without FS algorithms. The dataset without FS
achieves MSE values of 0.029 and 0.030 for RF and Bagging algorithms, respectively. For the RFE



CMC, 2023, vol.77, no.1 1243

algorithm, RF and Bagging achieve MSE values of 0.028 and 0.030, respectively. For the Boruta
algorithm, RF and Bagging achieve the MSE values of 0.027 and 0.030, respectively. However, the
DT achieves the worst results with MSE values of 0.062 for the dataset without FS, 0.063 for the RFE
algorithm, and 0.056 for the Boruta algorithm.

Figure 4: (a) Results of the MSE (70%–30%). (b) Results of the MSE (80%–20%)

In (b), RF and Bagging ensemble methods were noted as the best algorithms for MSE values.
In the dataset without FS, the MSE values of 0.023 for the RF algorithm and 0.025 for the Bagging
algorithm are achieved. For the RFE algorithm, the best MSE values are for RF and Bagging with
the same MSE value of 0.024. For the Boruta algorithm, the best MSE values are for RF and Bagging
at 0.024 and 0.025, respectively. However, the DT records the worst results with MSE values of 0.043
for the dataset without FS, 0.044 for the RFE algorithm, and 0.056 for the Boruta algorithm.

Experiment C: MAE Evaluation Metric of the Regressors

According to Fig. 5, in (a), the best MAE values in ML algorithms are achieved by the RF and
Bagging algorithms, whether the dataset is with or without FS algorithms. The dataset without FS
achieves MAE values of 0.114 and 0.115 for RF and Bagging algorithms, respectively. For the RFE
algorithm, RF and Bagging achieve MAE values of 0.112 and 0.115, respectively. For the Boruta
algorithm, RF and Bagging achieve MAE values of 0.110 and 0.114, respectively. However, the DT
has the worst results with MAE values of 0.173 for each dataset without FS and the RFE algorithm
and 0.167 for the Boruta algorithm.

In (b), RF and Bagging ensemble methods are the best algorithms for MAE values. In the dataset
without FS, the MAE values of 0.106 for the RF algorithm and 0.108 for the Bagging algorithm are
achieved. For the RFE and Boruta algorithms, the best MAE values are the same for RF and Bagging
at 0.107. The DT has the worst results with MAE values of 0.142 for the dataset without FS, 0.145 for
the RFE algorithm, and 0.155 for the Boruta algorithm.

The MAE evaluation metric of the regressors is not accurate because the gradient magnitude is
dependent only on the sign of Ai − Bi not on the error size; even when the error is small, the gradient
magnitude will be large. Thus, during training ML models, this lack of differentiability might cause
convergence concerns.
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Figure 5: (a) Results of the MAE (70%–30%) (b) Results of the MAE (80%–20%)

Experiment D: RMSE Evaluation Metric of the Regressors

Fig. 6 (a) shows that the best RMSE values in ML algorithms are achieved by the RF and Bagging
algorithms, whether the dataset is with or without FS algorithms. The dataset without FS achieves
RMSE values of 0.169 and 0.174 for RF and Bagging algorithms, respectively. For the RFE algorithm,
RF and Bagging achieve RMSE values of 0.168 and 0.175, respectively. For the Boruta algorithm, RF
and Bagging achieve RMSE values of 0.165 and 0.173, respectively. However, the DT has the worst
results with RMSE values of 0.249 for the dataset without FS, 0.250 for the RFE algorithm, and 0.237
for the Boruta algorithm.

Figure 6: (a) Results of the RMSE (70%–30%). (b) Results of the RMSE (80%–20%)

In (b), RF and Bagging ensemble methods are the best algorithms for RMSE values. In the dataset
without FS, the RMSE values of 0.153 for the RF algorithm and 0.157 for the Bagging algorithm are
achieved. For the RFE algorithm, the best RMSE values are for RF and Bagging with RMSE values of
0.154 and 0.156, respectively. For the Boruta algorithm, the best RMSE values are for RF and Bagging
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at 0.155 and 0.158, respectively. However, the DT achieves the worst results with RMSE values of 0.207
for the dataset without FS, 0.209 for the RFE algorithm, and 0.237 for the Boruta algorithm.

The reasons RF and Bagging algorithms outperform the other ML algorithms in the experiments
above: They can transform the weak learners into strong learners by combining N learners; they can
enhance the accuracy in the regression problem; they can automatically balance datasets; they can
effectively execute on continuous values; and they can automate the detection of missing values in
data. Furthermore, the RF can handle large amounts of data with thousands of features and limit
the features that each tree can use, whereas the Bagging stays all of the features in each tree. This
advantage contributes to the RF algorithm’s results being better than the Bagging algorithm’s results.
Thus, DT records the worst accuracy results because of instability, that is, any changes in the dataset
lead to changes in the architecture of the optimal decision tree. Moreover, it is frequently erroneous in
decision-making.

In the FS algorithms, RFE and Boruta reduced the features and improved the evaluation metrics
nearly as if the original dataset was used. In general, RFE achieves these results because of its simplicity
during usage and its effectiveness in identifying the features of the dataset. Moreover, Boruta achieves
its results because it becomes extremely important when a dataset with multiple variables is provided
for model building.

Experiment E: Runtime of the Regressors

Time reduction considers an important factor during the execution of the models. Its importance
appears in reducing costs and improving productivity. Figs. 7 and 8 show the training and testing run
times of the models on the dataset before and after applying FS algorithms in milliseconds (ms). It is
noticed that training and testing runtimes decreased after applying the FS. Furthermore, the Boruta
algorithm achieved the lowest result of runtime in all the phases, whether in the training or testing.

Figure 7: (a) Results of the training time (70%). (b) Results of the training time (80%)

To conclude the discussion, despite the efforts to determine the best training-testing phase that
maximizes the correlation value, the results of the 80%–20% training-testing phase achieved a better
performance than the results of the 70%–30% training-testing phase. Therefore, the user decides what
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random hold-out method will depend on the user’s desires. Also, the obtained findings demonstrated
that the proposed system outperforms [18] and can accurately forecast student answer scores.

Figure 8: (a) Results of the testing time (30%). (b) Results of the testing time (20%)

5 Conclusion and Future Work

The essay question is a crucial type of inquiry that can enhance students’ writing abilities and
reveal their comprehension of the subject matter. However, manually grading essay responses can be
arduous for instructors, especially when dealing with large classes and frequent writing assignments.
Automatic assessment technology, such as Automated Essay Scoring (AES) systems, can be a viable
solution to this issue. These systems grade and assess student responses automatically based on a set
of pre-trained questions and provide feedback to the educational institution. This study developed
and evaluated an Arabic AES system that uses NLP techniques and machine learning algorithms
to grade essay responses. The system has two key components: the grading engine and the adaptive
fusion engine. The grading engine uses similarity algorithms to compare student responses with model
answers, while the adaptive fusion engine employs FS and machine learning algorithms to improve
grading accuracy. The system’s experimental results revealed that the DISCO2 similarity measure and
the RF algorithm outperformed other measures and algorithms, respectively. The study demonstrated
that FS and machine learning algorithms can provide instructors with a precise and efficient solution
for grading student essays. Future research will expand the dataset and assess the system’s applicability
to various subjects and use knowledge-based measurements. Moreover, to improve the accuracy and
generalizability of the proposed system, the pre-trained and fine-tuned transformer models will be
considered in the future work.
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