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ABSTRACT

Affinity propagation (AP) is a widely used exemplar-based clustering approach with superior efficiency and
clustering quality. Nevertheless, a common issue with AP clustering is the presence of excessive exemplars, which
limits its ability to perform effective aggregation. This research aims to enable AP to automatically aggregate
to produce fewer and more compact clusters, without changing the similarity matrix or customizing preference
parameters, as done in existing enhanced approaches. An automatic aggregation enhanced affinity propagation
(AAEAP) clustering algorithm is proposed, which combines a dependable partitioning clustering approach with
AP to achieve this purpose. The partitioning clustering approach generates an additional set of findings with an
equivalent number of clusters whenever the clustering stabilizes and the exemplars emerge. Based on these findings,
mutually exclusive exemplar detection was conducted on the current AP exemplars, and a pair of unsuitable
exemplars for coexistence is recommended. The recommendation is then mapped as a novel constraint, designated
mutual exclusion and aggregation. To address this limitation, a modified AP clustering model is derived and the
clustering is restarted, which can result in exemplar number reduction, exemplar selection adjustment, and other
data point redistribution. The clustering is ultimately completed and a smaller number of clusters are obtained
by repeatedly performing automatic detection and clustering until no mutually exclusive exemplars are detected.
Some standard classification data sets are adopted for experiments on AAEAP and other clustering algorithms
for comparison, and many internal and external clustering evaluation indexes are used to measure the clustering
performance. The findings demonstrate that the AAEAP clustering algorithm demonstrates a substantial automatic
aggregation impact while maintaining good clustering quality.
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1 Introduction

In the field of unsupervised learning, cluster analysis is a crucial technology. It aims at separating
elements into distinct categories based on certain similarity assessment criteria and result evaluation
indexes. Elements with high similarity are commonly classified into the same cluster, whereas elements
in different clusters have lower similarity. With the fast development of information technology,
clustering is required to address realistic challenges in numerous technical fields, including image
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segmentation, text mining, network analysis, target recognition, trajectory analysis, and gene analysis,
which in turn enhance the continuous development of clustering approaches [1–4].

The existing clustering approaches can be generally divided into subsequent categories. The
partitioning-based approach usually assumes that the data set must be classified into K clusters,
and iteratively searches for the optimal centers and data partitioning through certain criteria. The
benefits are comprehensible, but usually, there is a dearth of prior knowledge about the number of
clusters. The representative approaches are K-means [5], K-medoids [6], and Fuzzy C-means (FCM)
[7]. Hierarchical clustering approaches mainly combine data or split clusters according to certain
criteria and ultimately represent the findings in a tree structure. Balanced iterative reducing and
clustering using hierarchies [8] and clustering using representatives [9] are the representatives. Their
most visible advantage is lucid logic, but the drawbacks are that the clustering process is irreversible
and requires vast calculations. Density-based clustering approaches mainly consider the density of
each data point within a certain range. Data points with superior density are commonly identified as
centers, whereas those with very inferior density are considered outliers. These approaches can better
adapt to clusters with disparate shapes and do not need to specify the number of clusters in advance.
However, their clustering findings are sensitive to parameters, including distance range and density
threshold. The representatives are density-based spatial clustering of applications with noise [10],
ordering points to identify the clustering structure [11], and clustering by quick search and finding of
density peaks (DP) [12]. The basic idea of grid-based clustering approaches is to divide the data space
into a grid structure of numerous cells and achieve classification by processing cells [13]. The benefits
are fast calculation and good data adaptability. The drawbacks are that the data structure is ignored
and the clustering findings are also influenced by the cell shape and size. Statistical information grid
[14] and clustering in quest [15] are well-known grid-based clustering approaches. In addition to the
four types of clustering approaches, some approaches based on specific mathematical models have
also been widely used, including Gaussian Mixture Model-based clustering [16], spectral clustering
(SC) based on graph theory [17], and affinity propagation (AP) clustering based on message passing
mechanism [18].

The AP clustering in which we are interested comes from the idea of belief propagation [19–
21], and it is currently an extremely popular and potent exemplar-based clustering approach. To
maximize total similarity, AP locates a set of exemplars and establishes corresponding relationships
between exemplars and other data points. The message-passing mechanism is adopted to address the
optimization challenge, which has been expressed in a more intuitive binary graphical model [22,23].
First, AP considers all data points as potential exemplars. The messages designated responsibility and
availability are then transmitted back and forth between the data under the objective function and
limitations. Finally, the exemplars are chosen and each data point finds its most suitable exemplar.
AP offers several advantages, including simple initialization, the absence of a requirement to specify
the cluster number, superior clustering quality, and high computational efficiency. AP has been
widely employed in manifold aspects such as face recognition [24,25], document clustering [26,27],
neural network classifier [28], image analysis [29,30], grid system data clustering [31,32], small cell
networks working analysis [33], manufacturing process analysis [34], bearing fault diagnosis [35–37],
K-Nearest Neighbor (KNN) positioning [38], psychological research [39], radio environment map
analysis [40], building evaluation [41], building materials analysis [42], interference management [43],
genome sequences analysis [44], map generalization [45], signal recognizing [46], vehicle counting [47],
indoor positioning [48], android malware analysis [49], marine water quality monitoring [50], and
groundwater management [51].
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Classic AP also possesses some drawbacks including the sensitivity of preference selection.
Generally, the median of all data similarity values is considered the preference value. Increasing this
value leads to more exemplars, which represent more clusters. However, reducing the value leads
to a decrease in the number of clusters. Furthermore, AP has superior performance on data sets
with a regular distribution such as a spherical shape, but it is challenging to achieve good results
in the tasks on data sets with a nonspherical distribution. Therefore, numerous studies have also
concentrated on enhancing the AP clustering theory. The K-AP algorithm [52] has customizability
in terms of cluster number. It introduces a constraint of K exemplars to make the clustering ultimately
converge to K clusters. The rapid affinity propagation algorithm [53] enhances the clustering speed and
quality, which separates the clustering process into coarsening phase, exemplar-clustering phase, and
refining phase. The multi-exemplar affinity propagation algorithm [54] expands the single-exemplar
model to a multi-exemplar one. It proposes the concept of super exemplar and addresses the multi-
subclass challenge. The stability-based affinity propagation algorithm [55] concentrates on addressing
the preference selection challenge. It offers a new clustering stability measure and automatically sets
preference values, which can generate stable clustering results. The soft-constraint semi-supervised
affinity propagation algorithm [56] adds supervision based on AP clustering and implements soft
constraints, which can generate more accurate results. Another rapid affinity propagation algorithm
[57] enhances the efficiency by compressing the similarity matrix. The adjustable preference affinity
propagation algorithm [58] mainly concentrates on preference selection and parameter sensitivity of
AP. The message-passing model is derived under additional preference-adjusting constraints, and
it results in automatic preference adjustment and better clustering performance. Through density-
adaptive preference estimation, an adaptive density distribution-inspired AP clustering algorithm
[59] addresses the challenge of preference selection. Additionally, to address the nonspherical cluster
problem, the algorithm uses a similarity measurement strategy based on the nearest neighbor search
to describe the data set structure. The adaptive spectral affinity propagation algorithm [60] discusses
why AP is unsuitable for nonspherical clusters and proposes a model selection procedure that can
adaptively determine the number of clusters.

It is clear from the foregoing theoretical development of AP that the enhanced algorithms mainly
concentrate on similarity matrix construction, preference selection, and application of nonspherical
data clustering. However, there are relatively few studies on the aggregation ability of AP clustering.
Aggregation is the important goal of clustering, and it is patently crucial. The enhancement of
aggregation ability represents a reduction in cluster number, which is anticipated for numerous
application scenarios. People prefer to obtain results such as sunrise and sunset rather than sunrise with
fishing boats, sunrise with more clouds, sunset with faster waves, and peaceful sunset, as mentioned in
the example of multi-subclass image clustering in [54]. Multiple clusters are undoubtedly significant
since they offer more detailed classification and richer cluster information. We just want to study
that reducing the cluster number is equally valuable as it can offer more general and comprehensive
information.

However, numerous investigations have demonstrated that AP clustering cannot independently
converge to a relatively small cluster size. As mentioned above, reducing preference values will lead
to fewer clusters, although there is no explicit analytical correlation between the preference value
and cluster number. By revising preferences and similarity matrices based on analyzing the data set
structure or data point density, some enhanced algorithms can also reduce the number of clusters to
some extent. However, we should recognize that the revision has certain subjectivity, as it indicates that
we already hope some specific data points will become the final exemplars. Additionally, we cannot
guarantee the accuracy of the structure analysis. The difficult tasks are how to set preference values
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for these exemplars and how to define the function to compute the similarity between exemplars and
other data points, assuming that the analysis is accurate enough to exclude potential exemplars.

We concentrate on making the AP cluster show stronger aggregation while ensuring clustering
quality. It can be imagined that the aggregation involves merging clusters, but classic AP clustering
does not know which clusters can be merged; therefore, it needs a reliable information source to
tell it. We anticipate that the information that can enhance aggregation is automatically generated
and objective, without human involvement. An automatic aggregation enhanced affinity propagation
(AAEAP) clustering algorithm based on mutually exclusive exemplar processing is proposed based on
the foregoing considerations. The general idea of the AAEAP is as follows.

First, we select a dependable partitioning clustering approach such as FCM clustering, and allow
it to generate M clusters when the AP clustering stabilizes and converges to M clusters. Fig. 1 shows
various possible differences between AP and FCM clustering findings when the number of clusters
is the same. In Fig. 1a, both AP and FCM generate two clusters, but the exemplars are disparate,
leading to substantial differences in the classification of other data points. The exemplars of AP are
just ordinary points in the two clusters of FCM. Fortunately, neither cluster of FCM contains both
exemplars of AP. In Fig. 1b, the classification findings of AP and FCM are very similar and only a
few data points demonstrate differences in selecting the cluster. These situations are understandable
and tolerable. However, in Fig. 1c, there are substantial differences in the clustering findings between
AP and FCM. Particularly, the blue cluster generated by FCM contains the blue and green exemplars
of AP, and we consider it intolerable. Thus, these AP exemplars contained in the same FCM cluster
are determined to be mutually exclusive. It is essential to modify the number of AP clusters, and these
mutually exclusive exemplars should not exist as exemplars at the same time.

AP

FCM

Exemplars of APReassigned dataChanged exemplars

(a) (b) (c)

Figure 1: Possible changes in the findings of various clustering approaches. (a) Changes in exemplars.
(b) Changes in data assignment. (c) Two exemplars classified in one cluster

By adding a novel constraint and altering the message iteration model, we addressed the foregoing
challenge. Then, the adjusted clustering converges stably again based on the new model. Until there
are no more conflicting situations, mutual exclusion exemplar detection and clustering of the entire
clustering process must be repeated. Some standard classification data sets were adopted to examine
and validate the proposed AAEAP algorithm, and six clustering assessment indexes were employed
to compare the quality of the result between AAEAP and the other eight clustering algorithms.
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The key contributions of the proposed work are as follows:

• We propose a method that can improve the aggregation ability of AP clustering. The core is
to employ a partitioning clustering algorithm to detect mutually exclusive exemplars and then
reliably guide AP to combine clusters.

• The detection information output by the partitioning clustering approach is mapped as a mutual
exclusion and aggregation clustering constraint, and the new message iteration model is derived
in detail.

• The overall aggregation improved clustering process is automated and does not need manual
intervention, nor does it involve potential exemplar selection and preference revision, which
enhances the algorithm’s applicability.

The remainder of this study is organized as follows. Section 2 provides a brief review of AP.
Section 3 introduces the proposed AAEAP algorithm. Section 4 presents the experimental findings
on standard classification data sets. Section 5 concludes the study work.

2 Affinity Propagation

AP clustering is an exemplar-based clustering algorithm that simultaneously considers all data
points as potential exemplars and exchanges messages between them until a high-quality exemplar
set and corresponding cluster emerge. AP was originally derived as an instance of the max-product
algorithm in a loopy factor graph [19]. A simplified max-sum (log-domain max-product) message
update form was obtained by reducing the n-ary messages to binary messages [18,22,23], making the
message iteration process of the AP clustering clearer and easier to expand.

Given a data set X = {x1, x2, · · · , xN}, a set of exemplars and their clusters are generated through
AP clustering. The results are expressed using a binary matrix C = {cij

}
N×N

i, j ∈ {1, · · · , N}, where cij

represents a binary variable, cij = 1, if data point i selects data point j as an exemplar, otherwise cij =
0. If data point i represents an exemplar, then cii = 1, otherwise cii = 0.

The complete process of AP clustering is as follows: First, a data similarity measurement
function is defined to compute the similarity s(i,j) between data points xi and xj, which can be
a negative Euclidean distance s (i, j) = − ∥∥xi − xj

∥∥2
or user-defined, forming a similarity matrix

S = {s (i, j)}N×N i, j ∈ {1, · · · , N}. The diagonal elements of the similarity matrix S represent preference
parameters, denoted as pk = s (k, k) , k ∈ {1, · · · , N}. Based on the S function, Sij is defined to denote
the similarity between data points and their exemplars.

Sij

(
cij

) =
{

s (i, j) ifcij = 1

0 otherwise
(1)

Meanwhile, we provide two basic constraints, I and E. We term I as the 1-of-N constraint, which
indicates that each data point can only be assigned to one exemplar. I can be naturally defined as
follows:

Ii (ci1, · · · , ciN) =
{−∞ if

∑N

j=1 cij �= 1

0 otherwise
(2)

E represents the exemplar consistency constraint, which indicates that once a data point is selected
as an exemplar by another point, it must select itself as an exemplar. E is defined as
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Ej

(
c1j, · · · , cNj

) =
{−∞ if cjj = 0 and ∃i �= j s.t.cij = 1

0 otherwise
(3)

Based on Eqs. (1)–(3), the max-sum objective function is expressed as

Fms =
N∑

i=1

N∑
j=1

Sij

(
cij

)+ N∑
i=1

Ii (ci1, · · · , ciN) +
N∑

j=1

Ej

(
c1j, · · · , cNj

)
(4)

As previously mentioned, the max-sum is the representation of the log-domain max-product, and
the 1-N constraint and the exemplar consistency constraint in the max-product model are changed as

Ii (ci1, · · · , ciN) =
{

0 if
∑N

j=1 cij �= 1

1 otherwise
(5)

Ej

(
c1j, · · · , cNj

) =
{

0 if cjj = 0 and ∃i �= j s.t.cij = 1

1 otherwise
(6)

The max-product objective function is expressed as

Fmp =
N∏

i=1

N∏
j=1

eSij(cij) ·
N∏

i=1

Ii (ci1, · · · , ciN) ·
N∏

j=1

Ej

(
c1j, · · · , cNj

)
(7)

The goal of AP clustering is to maximize F by finding a set of exemplars and corresponding
data partitions. The process of finding high-quality exemplars is accomplished through the recursive
transmission of messages. Fig. 2 shows the transmission mechanisms for the two types of messages,
r(i,j) and a(i,j). r(i,j) is referred to as responsibility, which is a message sent by data point i to candidate
exemplar j, reflecting the accumulated evidence for how well-suited data point j is to serve as the
exemplar for i. a(i,j) is referred to as availability, which represents a message sent by candidate exemplar
j to data point i, reflecting the accumulated evidence for how suitable it would be for data point i to
select j as its exemplar. In other words, r(i,j) shows how strongly a data point favors one candidate
exemplar over other candidates, and a(i,j) shows to what degree each candidate exemplar is available
as a cluster center for one data point.

Figure 2: Sending responsibility and availability messages
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The messages are initialized as 0 and updated as follows.

∀i, j′r (i, j) = s (i, j) − max
j′ �=j

[s (i, j′) + a (i, j′)]

∀i, j′a (i, j) =
{∑

i′ �=i max [0, r (i′, j)] , i = j
min
[
0, r (j, j) +∑i′ �=i,j max [0, r (i′, j)]

]
, i �= j

(8)

It is necessary to increase the damping factor λ, with a value range of [0, 1], to prevent oscillation
during the message update process. By integrating the message rt and at of the t iteration with the
message rt′ , at′ based on rt and at, the message rt+1 and at+1 of the t + 1 iteration is obtained.

rt+1 (i, j) = (1 − λ) · rt′ (i, j) + λ · rt (i, j)
at+1 (i, j) = (1 − λ) · at′ (i, j) + λ · at (i, j)

(9)

Responsibility and availability update until convergence. AP ultimately outputs an assignment
vector c = [c1, · · · , cN] and ci = argmaxj [r (i, j) + a (i, j)].

3 Automatic Aggregation Enhanced Affinity Propagation

We propose an AAEAP clustering algorithm to overcome the difficulty of AP convergence to a
small exemplar size. First, the entire framework of the algorithm is introduced. Then, the basic model
is offered, including constraints, objective function, and factor graph. The message iteration is finally
derived.

3.1 Overall Framework

The distinctive feature of AAEAP is that it uses a dependable partitioning clustering approach
to detect whether there is a mutual exclusion situation in the exemplars produced by AP clustering.
If there is, by adding a new constraint, the two mutually exclusive exemplars will not become
exemplars and the number of clusters decreases. This will lead to the merging of clusters and present
an aggregative state. The algorithm converges to a smaller exemplar size when there are no longer
mutually exclusive exemplars. The basic framework of AAEAP is as follows.

The input of the algorithm is an unclassified data set X = {x1, · · · , xN}, and each data xi is a
one-dimensional sequence having d features. Based on the negative Euclidean distance given by the
classic AP, the similarity between two sequences is calculated, and ultimately the similarity matrix S is
obtained. The computation approach of the similarity matrix S can be enhanced based on [53,59,60]
to make AP more adaptable for data sets with nonspherical structures, although this is not the
concentration of this research. The required parameters for AP clustering are initialized, including the
maximum iteration number NImax, stable convergence number NIcvg, damping factor λ, and similarity
matrix S. It is also required to clarify constraints I and E, which determine the way messages are
iterated.

Then, the algorithm enters the message iteration. The algorithm will complete the first conver-
gence based on constraints I and E, and generate a set of XEs containing M exemplars due to the null
initialization of the mutually exclusive exemplars MEs. A dependable partitioning clustering approach
including K-means, K-medoids, or FCM is used to detect mutually exclusive exemplars in XEs.
Particularly, by employing the partitioning clustering approach to generate M clusters simultaneously,
each cluster is checked to determine whether there are two or more AP exemplars. If so, the included
exemplars are considered mutually exclusive. There may be situations where numerous pairs of
mutually exclusive exemplars are detected. Only one pair is randomly selected for each iteration to
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simplify the computation. The foregoing process of partitioning clustering and detecting is processed
through the function IdentifyExclusion, which assigns a pair of mutually exclusive exemplars to MEs.

AAEAP:
Input the unclassified data set X = {x1, · · · , xN};
Calculate similarity matrix S = {s (i, j)};
Assign the initial values of NImax, NIcvg, λ, S and set the I , E constraints;
Initialize mutual exclusion exemplars MEs = φ;
while iter < NImax do

if MEs = φ

Update R = {r (i, j)} and A = {a (i, j)} under I , E until convergence;
else

Define the mutual exclusion and aggregation constraint D;
Update R and A under I , E, D until convergence;

Generate M exemplars XEs = {idx1, · · · , idxM};
Identify mutual exclusion exemplars MEs = IdentifyExclusion (X , XEs);
if MEs = φ

break;
end while
Output the assignment vector c = [c1, · · · , cN];
Evaluate the clustering results;

We must define a new constraint D based on MEs, which we call the mutual exclusion and
aggregation constraint because of the existence of mutually exclusive exemplars. Its primary capability
is to prevent mutually exclusive exemplars from becoming exemplars simultaneously again and reduce
the overall number of exemplars by 1. A detailed description will be offered in the next section. The
algorithm begins the second message iteration under the constraints of I , E, and D. The expected
aggregation impact will occur when stable convergence is achieved. Afterward, the previous steps will
be repeated, including detecting the existence of mutually exclusive exemplars, updating constraint
conditions D, and restarting message iteration. The algorithm ends until there are no mutually
exclusive exemplars left. The output of the AAEAP is the assignment vector c = [c1, · · · , cN], which is
the same as the classic AP, and ci = argmaxj [r (i, j) + a (i, j)]. Finally, the clustering results should be
examined to confirm the effectiveness of the algorithm.

3.2 Basic Model

Fig. 3 shows the factor graph of the AAEAP algorithm. The similarity function S and the three
constraints I , E, and D together influence the variable nodes. The similarity function S only influences
each variable node in the graph separately, constraint I influences the rows in the graph, constraint E
influences the columns, and constraint D affects the diagonal.
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Figure 3: Factor graph of the AAEAP

We present the model of the AAEAP algorithm in the max-product form. First, the constraints
of AAEAP are given in detail. The 1-N constraint I and the exemplar consistency constraint E are the
same as those of the classic AP. They are defined as

Ii (ci1, · · · , ciN) =
{

0 if
∑N

j=1 cij �= 1

1 otherwise

Ej

(
c1j, · · · , cNj

) =
{

0 if cjj = 0 and ∃i �= js.t.cij = 1

1 otherwise

(10)

The following concentrates on describing the newly added mutual exclusion and aggregation
constraint D. Constraint D has two functions, one of which is to prevent mutually exclusive exemplars
from becoming exemplars the next time, that is, they cannot coexist. The next clustering exemplar set
XEs will either only have the exemplar p, only exemplar q, or neither exemplars p nor q, assuming
that p and q are mutually exclusive exemplars detected and recommended by partitioning clustering.
The second function is to cause clustering to aggregation. Exemplars p and q serve as the core and
representative of their clusters, reflecting the basic characteristics of the clusters. Crucially, it shows
that there are substantial differences in the clusters generated around p and q. Therefore, mutual
exclusion can be seen as a problem to the AP clustering findings, showing that some data points of
the clusters represented by p and q can be combined, while the remaining data points may select other
exemplars, leading to a decrease in 1 in the exemplar number.

According to the above considerations, constraint D is defined as

D (c11, · · · , cNN) =
{

0 if
∑N

i=1 cii �= M − 1 or cpp · cqq = 1 p, q ∈ {1, · · · , N}
1 otherwise

(11)
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M denotes the exemplar number generated by the previous iteration, p and q are two exemplars
that satisfy cpp = 1 and cqq = 1 in the above equation. However, cpp and cqq cannot both be 1, and the
exemplar number for the next iteration is constrained to M-1 when they are identified as mutually
exclusive exemplars. Constraint D is dynamically changing, as there are three variables p, q, and M,
which need to be defined before each iteration to determine the current messaging model.

Then, the max-product objective function defined according to constraints I , E, and D is

Fmp =
N∏

i=1

N∏
j=1

eSij(cij) ·
N∏

i=1

Ii (ci1, · · · , ciN) ·
N∏

j=1

Ej

(
c1j, · · · , cNj

) · D (c11, · · · , cNN) (12)

3.3 Message Iteration

Fig. 4 illustrates the message iteration of AAEAP. As shown in Fig. 4a, there are eight types of
messages related to diagonal nodes. As illustrated in Fig. 4b, there are six types of messages related to
other nodes.

(a) (b)

Figure 4: Messages of the AAEAP. (a) Messages associated with cii. (b) Messages associated with cij

Based on the max-product algorithm in the factor graph described in [23,52], the message
representation from variable node xi to function node f m is

μxi→fm (xi) =
∏

fn∈Ne(xi)\ fm
μfn→xi (xi) (13)

where Ne (xi)\fm represents the set of functions related to the variable xi excluding the function f m,
which can be considered as the neighborhood of f m.

The message from function node f m to variable node xi is expressed as

μfm→xi (xi) = max

⎡
⎣fm

(
XNe(fm)

) · ∏
xj∈Ne(fm)\xi

μxj→fm

(
xj

)⎤⎦ (14)

where Ne (fm) represents the set of all variable nodes related to the f m function, while Ne (fm)\xi does
not include variable xi.
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Based on Eq. (13), the messages sent by the variable nodes to the constraint functions in Fig. 4 are⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

βii (cii) = μcii→Ii (cii) = δii (cii) · θii (cii) · αii (cii)

βij

(
cij

) = μcij→Ii

(
cij

) = θij

(
cij

) · αij

(
cij

)
ρii (cii) = μcii→Ei (cii) = δii (cii) · θii (cii) · ηii (cii)

ρij

(
cij

) = μcij→Ej

(
cij

) = θij

(
cij

) · ηij

(
cij

)
ζii (cii) = μcii→D (cii) = θii (cii) · αii (cii) · ηii (cii)

(15)

Based on Eq. (14), the messages θ sent by the similarity function S to the variable nodes are{
θii (cii) = μSii→cii (cii) = Sii (cii)

θij

(
cij

) = μSij→cij

(
cij

) = Sij

(
cij

) (16)

The messages η sent to the variable nodes by the I constraint function are{
ηii (cii) = μIi→cii (cii) = max

[
Ii (ci1, · · · , cii, · · · , ciN) ·∏k �=i βik (cik)

]
ηij

(
cij

) = μIi→cij

(
cij

) = max
[
Ii

(
ci1, · · · , cij, · · · , ciN

) ·∏k �=j βik (cik)
] (17)

The messages α sent by the E constraint function to the variable node are{
αii (cii) = μEi→cii (cii) = max

[
Ei (c1i, · · · , cii, · · · , cNi) ·∏k �=i ρki (cki)

]
αij

(
cij

) = μEj→cij

(
cij

) = max
[
Ej

(
c1j, · · · , cij, · · · , cNj

) ·∏k �=i ρkj

(
ckj

)] (18)

Additionally, the δ messages sent by the D constraint function to the variable node are expressed as

δii (cii) = μD→cii (cii) = max
[
D (c11, · · · , cii, · · · , cNN) ·

∏
k �=i

ζkk (ckk)
]

(19)

The above messages are binary messages that can be normalized by a scalar ratio [23,52]: βij (1) =
βij and βij (0) = 1. Then⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ηii = ηii (1)

ηii (0)
=

∏
k �=i βik (0)

max
j �=i

[
βij (1) ·∏k �=i,j βik (0)

] = βij (0) ·∏k �=i,j βik (0)

max
j �=i

[
βij (1) ·∏k �=i,j βik (0)

] = 1
max

j �=i
βij

ηij = ηij (1)

ηij (0)
=

∏
k �=j βik (0)

max
l �=j

[
βil (1) ·∏k �=j,l βik (0)

] = 1
max

l �=j
βil

= 1

max
{
βii, max

l �=i,j
βil

} (20)

Similarly, ρij (0) = 1ρij (1) = ρij and ρij (0) = 1, then⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

αii = αii (1)

αii (0)
= max

[∏
k �=i ρki (cki)

]
∏

k �=i ρki (0)
=∏k �=i max {1, ρki}

αij = αij (1)

αij (0)
= ρjj (1) · max

[∏
k �=i,j ρkj

(
ckj

)]
max
{
ρjj (0) ·∏k �=i,j ρkj (0) , ρjj (1) · max

[∏
k �=i,j ρkj

(
ckj

)]}
= min

{
1, ρjj ·∏k �=i,j max

{
1, ρkj

}}
(21)

Deriving δii messages is relatively complex, although ζij (1) = ζij and ζij (0) = 1, it is crucial to
consider both the sub-constraints of mutual exclusion and the reduction of the exemplar number.
Suppose p and q are two mutually exclusive exemplars, without loss of generality, if i = p and the
exemplar number is reduced to M-1, then
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⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

δii (1) = ζqq (0) · max

[∏
j∈J1

ζjj (1) · ∏
k∈K1

ζkk (0)

]

δii (0) = max

{
ζqq (1) · max

[∏
j∈J1

ζjj (1) · ∏
k∈K1

ζkk (0)

]
, ζqq (0) · max

[∏
j∈J2

ζjj (1) · ∏
k∈K2

ζkk (0)

]} (22)

Define R = {1, · · · , p − 1, p + 1, · · · , q − 1, q + 1, · · · , N}. In Eq. (21), J1 ⊂ R has M-2 elements,
K1 ⊂ R has N-M elements, and they satisfyJ1 ∩ K1 = ∅, J1 ∪ K1 = R, while J2 ⊂ R has M-1 elements,

K2 ⊂ R has N-M-1 elements, and they satisfy J2 ∩K2 = ∅, J2 ∪K2 = R. max
[∏

j∈J1
ζjj (1) ·∏k∈K1

ζkk (0)
]

is the selection of M-2 nodes with a value of 1 and the remaining N-M nodes with a value of 0 from
N-2 variable nodes excluding cpp and cqq in the factor graph. This selection scheme can maximize the
continuous product of ζjj (1) messages and ζkk (0) messages. Furthermore, it can be obtained that

δii = δii (1)

δii (0)
= min

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1
ζqq

,

max

[∏
j∈J1

ζjj (1) · ∏
k∈K1

ζkk (0)

]

max

[∏
j∈J2

ζjj (1) · ∏
k∈K2

ζkk (0)

]
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

= min

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1
ζqq

,

max

[∏
j∈J1

ζjj (1) · ∏
k∈K1

ζkk (0)

]/∏
r∈R

ζrr (0)

max

[∏
j∈J2

ζjj (1) · ∏
k∈K2

ζkk (0)

]/∏
r∈R

ζrr (0)

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

= min

⎧⎪⎪⎨
⎪⎪⎩

1
ζqq

,

M−2∏
r=1

φr

M−1∏
r=1

φr

⎫⎪⎪⎬
⎪⎪⎭ = min

{
1
ζqq

,
1

φM−1

}

(23)

where � represents the ζ message set of ζjj, j ∈ R messages arranged in descending order, �1 represents
the maximum value in �, and �M-1 is the M-1 th largest value in �.

And if i /∈ {p, q}, then⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

δii (1) = max

[∏
j∈J3

ζjj (1) · ∏
k∈K3

ζkk (0)

]

δii (0) = max

[∏
j∈J4

ζjj (1) · ∏
k∈K4

ζkk (0)

] (24)

Define R′ = {1, · · · , i − 1, i + 1, · · · , N}. In Eq. (23), J3 ⊂ R′, {p, q} �⊂ J3 has M-2 elements, K3 ⊂
R′ has N-M elements and they satisfy J3 ∩ K3 = ∅, J3 ∪ K3 = R′. Meanwhile, J4 ⊂ R′, {p, q} �⊂ J4 has
M-1 elements, K4 ⊂ R′ has N-M-1 elements and they satisfy J4 ∩ K4 = ∅, J4 ∪ K4 = R′. So
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δii = δii (1)

δii (0)
=

max

[∏
j∈J3

ζjj (1) · ∏
k∈K3

ζkk (0)

]/∏
r∈R′

ζrr (0)

max

[∏
j∈J4

ζjj (1) · ∏
k∈K4

ζkk (0)

]/∏
r∈R′

ζrr (0)

=

M−2∏
r=1

γr

M−1∏
r=1

γr

= 1
γM−1

(25)

where  denotes the set of ζ messages arranged in descending order of ζjj, j ∈ R′ messages. Since p and
q are two mutually exclusive exemplars and the min

{
ζpp, ζqq

}
element must be eliminated from , M-1

is the M-1 th largest value in .

Through normalization, we have obtained ηii, ηij, αii, αij, δii. Because θij = es(i,j) it is easy to obtain
βii = δii · θii · αii, βij = θij · αij, the expressions for other messages are

ζii = θii · αii · ηii = es(i,i) · αii · 1

max
j �=i

[
es(i,j) · αij

] (26)

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

ρii = δii · θii · ηii = δii · es(i,i) · 1
max

j �=i
βij

= δii · es(i,i) · 1

max
j �=i

[
es(i,j) · αij

]

ρij = θij · ηij = es(i,j) · 1
max

l �=j
βil

= es(i,j) · 1

max
{
δii · es(i,i) · αii, max

l �=i,j
[es(i,l) · αil]

} (27)

Responsibility messages are expressed as r (i, j) = log ρij and availability messages are expressed as
a (i, j) = log αij [19–23,52]. As a reference, mutual exclusion and aggregation messages are expressed
as u (i) = log δii, v (i) = log ζii. They are initialized as 0 and updated, respectively, as follows.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

r (i, i) = u (i) + s (i, i) − max
j �=i

[s (i, j) + α (i, j)]

r (i, j) = s (i, j) − max
{

u (i) + s (i, i) + α (i, i) , max
l �=i,j

[s (i, l) + α (i, l)]
}

a (i, i) =∑k �=i max {0, r (k, i)}
a (i, j) = min

{
0, r (j, j) +∑k �=i,j max {0, r (k, j)}}

v (i) = s (i, i) + a (i, i) − max
j �=i

[s (i, j) + a (i, j)]

u (i) =
{− max {v (q) , V ′ (M − 1)} , i ∈ {p, q} , i = p

−V ′′ (M − 1) , i /∈ {p, q}

(28)

where V ′ represents the set of v (j) , j ∈ R arranged in descending order, and V ′ (M − 1) is the M-1 th
largest value in V ′. Similarly, V ′′ represents the set of v (j) , j ∈ R′ arranged in descending order, and
V ′′ (M − 1) represents the M-1 th largest value in V ′′.

4 Results and Discussion

The experiments were conducted on some standard classification data sets, and the clustering
findings were evaluated using internal and external clustering efficiency evaluation indexes to verify
the aggregation and accuracy of AAEAP. The clustering algorithms for comparison include classic
AP, five enhanced AP algorithms, SC, and DP.
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4.1 Experimental Setting

The data sets for our experiments are from the UC Irvine Machine Learning Repository [61],
Knowledge Extraction based on Evolutionary Learning (KEEL) [62], and S-sets [63]. Table 1 presents
the brief information on these data sets.

Table 1: Characteristics of the data sets

Data set Instances Attributes Classes Subject area Sources

Iris 150 4 3 Life UCI
Wine 178 13 3 Physical UCI
Segment 210 19 7 Other UCI
Glass 214 9 6 Physical UCI
Yeast 1484 8 2 Life UCI
Banana 5300 2 2 Life KEEL
Phoneme 5404 5 2 Life KEEL
S1 5000 2 15 Synthetic S-sets

We conduct min-max normalization on each column to ensure that the impact of each attribute
on the clustering process and results are balanced before clustering.

x′
ij =

xij − min
k

xkj

max
k

xkj − min
k

xkj

(29)

Besides classic AP, SC, and DP, there are also five enhanced AP algorithms for comparison,
including K-AP, AP clustering based on cosine similarity (CSAP) [48], adjusted preference AP
clustering based on twice the median (TMPAP) [46], adjusted preference AP clustering based on
quantile (QPAP) [50], and adaptive density distribution inspired affinity propagation clustering
(ADDAP) [59]. K-AP concentrates on customizing the number of clusters, CSAP concentrates on
modifying the similarity matrix S, TMPAP and QPAP concentrate on modifying the preferences, while
ADDAP measures the similarities based on nearest neighbor searching and modifies the preferences
based on density.

Both the clustering algorithms for comparison and the proposed AAEAP algorithm have been
edited and implemented in Matlab R2016b. The pertinent settings are as follows: the similarity between
data points is measured by Euclidean distance except for CSAP and ADDAP, the preferences of
AAEAP, AP, and CSAP are established as the median of the total inter-point similarities, the damping
factors of AAEAP, AP, and five enhanced AP algorithms are 0.9, the M parameter of QPAP is
considered the value corresponding to the 5th quantile to reduce the number of exemplars, and the
partitioning clustering approach necessary for AAEAP to detect mutually exclusive exemplars is FCM
clustering. All experiments were conducted on Windows 7, with Intel® Core™ i7-9700, memory size
16 GB.

4.2 Clustering Evaluations

An integral component of the clustering process is the validation of the clustering findings,
and numerous indexes have been proposed to quantitatively evaluate the performance of clustering
algorithms. Effectiveness evaluation indexes can be widely classified into two categories: internal
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and external evaluation indexes. The internal evaluation indexes primarily examine and assess the
clustering results from aspects, including compactness, separation, and overlap, based on the structural
information of the data set. The external evaluation indexes are mainly based on available prior
information from the data set, including the cluster labels of all data points. The performance
is evaluated by comparing the degree of correspondence between clustering results and external
information.

We use six extensive evaluation indexes, including Silhouette Coefficient (Sil) [64], In-Group
Proportion (IGP) [65], Rand Index (RI) [66], Adjusted Rand Index (ARI) [66], F-measure (FM) [67],
and Normalized Mutual Information (NMI) [54] to analyze the clustering results of the proposed
AAEAP algorithm. Internal evaluation indexes are Sil and IGP, whereas external evaluation indexes
are RI, ARI, FM, and NMI.

Sil is an evaluation index based on compactness within a cluster and separation between clusters.
For the data point i, compute the average distance from it to other data points within the cluster,
denoted as a(i). Compute the average distance from it to each other cluster, and use the minimum
value denoted as b(i). Then, its silhouette coefficient can be expressed as

s (i) = (b (i) − a (i)) / max {a (i) , b (i)} (30)

The value range of s(i) is [−1, 1]. When s(i) approaches 1, it shows that the data point has a high
degree of correspondence with the assigned cluster and is distant from other clusters. Furthermore,
when s(i) approaches −1, it indicates that the data point is assigned to the wrong cluster. Traditionally,
the Sil index of the overall clustering results is the average of s(i) for all data points.

IGP is defined as the proportion of each data point and its nearest neighboring point belonging
to the same cluster.

IGP_M =
nc∑

u=1

IGP (u, X) /nc, IGP (u, X) = # {j |ClassX (j) = ClassX (j1NN) = u}
# {j |ClassX (j) = u} (31)

where X is the data set, u represents one cluster, j represents a data point in u, j1NN is the nearest
neighbor point from j, ClassX (j) = ClassX (j1NN) = u denotes j and j1NN belongs to the same cluster,
and # denotes the number of data points that meet the above conditions. Compute IGP(u, X ) for all
nc clusters, with a larger mean IGP_M showing superior clustering quality.

RI is an external evaluation index that necessitates real classification information C. Assuming
K is the clustering results, a denotes the number of data pairs in the same cluster in both C and K,
and b denotes the number of data pairs that are not in the same cluster whether in C or K, then RI is
expressed as

RI = (a + b) /C2
n (32)

where n represents the number of data points, C2
n denotes the number of data pairs that can be generated

in the data set. The range of RI values is [0,1]. A larger value indicates that the clustering results are
more consistent with the real classification.

ARI is an enhancement of RI, which examines clustering by computing the number of data pairs
assigned to the same or different clusters in real labels and clustering findings. Compared to RI, ARI
has higher discrimination. ARI is expressed as

ARI = 2 (ad − bc)/ [(a + b) (d + b) + (a + c) (d + c)] (33)
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where a denotes the number of data pairs that belong to the same cluster in both real labels and
clustering findings, b denotes the number of data pairs that belong to the same cluster in real labels
but do not in clustering findings, c denotes the number of data pairs that do not belong to the same
cluster in real labels but belong to the same cluster in clustering findings, and d denotes the number
of data pairs that are not in the same cluster, whether in real labels or clustering results. The range of
ARI values is [-1, 1], the larger the value, the better the clustering impact, and ARI equals 1, which
signifies that clustering findings are completely consistent with real labels.

FM integrates precision and recalls to examine the clustering impact, which is expressed as

F =
nc∑

k=1

nk

N
max

m
(F (k, m)) , F (k, m) = 2 × precision × recall

precision + recall
(34)

where precision = nm
k /nk, recall = nm

k /nm. nk denotes the number of data points in the k cluster of
clustering findings, and nm denotes the number of data points in the m cluster of real classification and
nm

k denotes the number of data points shared by the k and m clusters. The larger the FM index value,
the better the clustering impact.

NMI assesses the similarity between the clustering results and the real labels from the perspective
of information theory. Assuming U denotes the clustering results containing k clusters, V denotes
the real labels containing m clusters, and MI(U ,V ) is the mutual information between the clustering
results and the real labels, then NMI is expressed as

NMI = MI (U , V)

F (H (U) , H (V))
=

k∑
c=1

m∑
p=1

np
c log
(

n · np
c

nc · np

)/√√√√( k∑
c=1

nc log
(nc

n

))( m∑
p=1

np log
(np

n

))
(35)

where F is the geometric mean, n is the number of data points, nc is the data point number of the c
cluster in clustering results, np represents the data point number of the p cluster in real labels, and np

c

represents the number of the intersection of the c and p clusters.

4.3 Experimental Results

To demonstrate the automatic aggregation process of the AAEAP algorithm, we selected Iris
and Wine data sets. Since the data dimensions of two data sets are greater than 3, we used the
classic t-distributed stochastic neighbor embedding (t-SNE) approach [68] to achieve dimensionality
reduction and then visualize the data to show the clustering process and aggregation impact.

Fig. 5 demonstrates the findings of the Iris data set. AAEAP converges based on the classic AP
when the cluster number NClass is 11. Then, AAEAP iterates eight times to automatically detect
mutually exclusive exemplars and aggregates, stably converging to three clusters, consistent with the
real category number of the Iris data set.
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Figure 5: Aggregation effect on Iris data set

Fig. 6 demonstrates the clustering and aggregation impact on the Wine data set. Based on classic
AP, AAEAP converges to 21 clusters and then achieves automatic aggregation through mutually
exclusive exemplar detection. Finally, with an equivalent number of real categories, AAEAP stably
converges into three clusters. However, from the experiments, we discover that AAEAP cannot
converge to three clusters every time, and there are also cases of six clusters. Similarly, there are
cases of aggregation into three or four clusters for the Yeast data set. The main reason we examined
is that AAEAP uses FCM partitioning clustering to detect mutually exclusive exemplars in the
experiments, and the random initialization of FCM clustering causes instability in its classification,
directly influencing the detection results of mutually exclusive exemplars; therefore, causing changes
in AAEAP clustering results. A simple solution is to combine numerous FCM partitioning clustering
results to weaken the randomness effect of FCM, and then conduct mutual exclusion detection and
ensure the stability and comprehensiveness of the detection. Additionally, it shows the reliability
of mutual exclusion detection, which we emphasized earlier. It is easy to imagine that dependable
detection will bring accurate aggregation and better clustering quality.
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Figure 6: Aggregation effect on Wine data set

Then, to measure the AAEAP clustering quality, we use clustering effectiveness evaluation indexes.
Table 2 demonstrates the experimental findings on the Iris, Wine, Yeast, and S1 data sets. AAEAP can
converge to the true cluster number, while AP, CSAP, QPAP, and TMPAP cannot. Compared to them,
AAEAP has substantial benefits in terms of aggregation performance. ADDAP aims at obtaining the
maximum Sil index value, but it cannot obtain the true numbers of clusters for these four data sets.
The evaluation indexes of ADDAP are typically superior to those of AP, CSAP, QPAP, and TMPAP.
However, AAEAP has better clustering quality than ADDAP, particularly external evaluation indexes,
demonstrating that the AAEAP clustering results are closer to the real categories. The evaluation
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indexes of K-AP, SC, and DP are mostly inferior to those of AAEAP for the Iris, Wine, and Yeast
data sets, while their indexes for the S1 data set are perfect and slightly superior to those of AAEAP.

Table 2: Clustering results on Iris, Wine, Yeast, and S1 data sets

Data set Results AAEAP AP CSAP QPAP TMPAP ADDAP K-AP SC DP

Iris

NClass 3 11 3 11 8 2 3 3 3
Sil 0.491 0.325 0.320 0.332 0.330 0.625 0.505 0.487 0.450
IGP 0.953 0.838 0.898 0.843 0.899 0.980 0.954 0.993 1.000
RI 0.895 0.754 0.785 0.757 0.790 0.772 0.880 0.809 0.820
ARI 0.762 0.321 0.515 0.331 0.440 0.558 0.730 0.606 0.610
FM 0.909 0.445 0.734 0.454 0.560 0.780 0.895 0.820 0.827
NMI 0.770 0.606 0.593 0.608 0.674 0.725 0.758 0.716 0.706

Wine

NClass 3 22 14 20 8 2 3 3 3
Sil 0.289 0.128 0.104 0.137 0.111 0.276 0.260 0.043 0.224
IGP 0.928 0.807 0.790 0.809 0.779 0.932 0.950 0.909 0.664
RI 0.873 0.708 0.725 0.718 0.766 0.677 0.826 0.541 0.713
ARI 0.717 0.175 0.246 0.213 0.382 0.353 0.616 0.136 0.450
FM 0.903 0.275 0.379 0.320 0.533 0.742 0.860 0.604 0.742
NMI 0.731 0.535 0.569 0.551 0.625 0.453 0.697 0.270 0.599

Yeast

NClass 2 116 65 77 59 3 2 2 2
Sil 0.235 0.130 0.105 0.130 0.122 0.204 0.248 0.497 −0.101
IGP 0.937 0.663 0.746 0.731 0.729 0.914 0.933 0.969 0.500
RI 0.516 0.776 0.774 0.776 0.775 0.611 0.488 0.307 0.224
ARI 0.119 0.020 0.036 0.031 0.038 0.129 0.091 0.013 0.000
FM 0.510 0.088 0.134 0.117 0.140 0.440 0.456 0.466 0.476
NMI 0.154 0.289 0.272 0.285 0.282 0.168 0.131 0.064 0.012

S1

NClass 15 97 16 92 65 13 15 15 15
Sil 0.711 0.371 0.077 0.369 0.351 0.640 0.712 0.711 0.652
IGP 0.998 0.941 0.998 0.941 0.950 0.999 0.998 0.998 1.000
RI 0.998 0.947 0.932 0.947 0.952 0.980 0.998 0.999 0.990
ARI 0.985 0.315 0.470 0.326 0.416 0.860 0.986 0.988 0.920
FM 0.993 0.322 0.629 0.333 0.420 0.908 0.993 0.994 0.946
NMI 0.986 0.774 0.675 0.778 0.806 0.955 0.986 0.988 0.968

Note: For Iris, Wine, Yeast, and S1 data sets, the real number of categories are 3, 3, 2, and 15, respectively.

Table 3 shows the findings on Segment and Glass data sets, where AAEAP does not converge
to the real category numbers and exhibits excessive aggregation. Therefore, we also delineate the
clustering evaluation findings when K-AP, SC, and DP converge to the real category numbers.
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Table 3: The clustering results on segment and glass data sets

Data set Method NClass Sil IGP RI ARI FM NMI

Segment

AAEAP 6 0.290 0.937 0.870 0.512 0.685 0.640
AP 24 0.349 0.804 0.892 0.394 0.488 0.678
CSAP 16 0.351 0.983 0.904 0.521 0.616 0.681
QPAP 21 0.327 0.880 0.891 0.394 0.495 0.659
TMPAP 15 0.293 0.902 0.900 0.486 0.589 0.685
ADDAP 4 0.341 0.970 0.797 0.421 0.660 0.648
K-AP 6 0.290 0.941 0.869 0.508 0.678 0.638

7 0.309 0.927 0.863 0.472 0.643 0.621
SC 6 0.009 0.942 0.401 0.012 0.303 0.120

7 0.118 0.943 0.496 0.064 0.363 0.279
DP 6 0.281 0.994 0.842 0.461 0.678 0.642

7 0.297 0.995 0.877 0.525 0.673 0.672

Glass

AAEAP 5 0.361 0.892 0.669 0.175 0.507 0.327
AP 26 0.291 0.606 0.752 0.158 0.328 0.426
CSAP 16 0.372 0.706 0.709 0.182 0.407 0.411
QPAP 16 0.247 0.775 0.748 0.183 0.388 0.401
TMPAP 14 0.235 0.742 0.745 0.194 0.417 0.399
ADDAP 4 0.333 0.921 0.642 0.125 0.459 0.240
K-AP 5 0.355 0.892 0.661 0.159 0.498 0.300

6 0.348 0.889 0.663 0.151 0.462 0.304
SC 5 0.352 0.979 0.536 0.144 0.540 0.325

6 0.322 0.967 0.545 0.130 0.509 0.312
DP 5 0.138 0.791 0.703 0.219 0.564 0.284

6 0.127 0.795 0.534 0.163 0.569 0.286
Note: For Segment and Glass data sets, the real number of categories are 7 and 6.

Although the real category number of the Segment data set is 7, Table 3 shows that when K-AP
converges into 6 categories, the evaluation indexes are significantly superior to those of 7 categories
because of fewer incorrect element classifications, and the entire clustering performance of AAEAP is
better than K-AP. However, some evaluation indexes of AP, CSAP, QPAP, and TMPAP are superior to
those of AAEAP, but their aggregation performances are poor. The excessive aggregation of ADDAP
is more serious, while the evaluation index values are generally good, particularly the internal indexes.
The evaluation indexes are mostly inferior to those with seven categories when SC and DP converge
into six categories. The performance of AAEAP is superior to that of SC and proximate to DP. The
real number of categories is six for the Glass data set, and there is also a situation where the evaluation
indexes when K-AP converges into five categories are typically superior to the evaluation indexes with
the real category number. Generally, the performance of AAEAP is better than that of K-AP. ADDAP
obtains fewer clusters, while its evaluation indexes are often inferior to those of AAEAP. Although AP,
CSAP, QPAP, and TMPAP cannot converge into the real number of categories, their evaluation indexes
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are not bad. The evaluation indexes of SC and DP have their respective benefits, and the index values
of AAEAP are often between the two. Fig. 7 demonstrates the entire performance of AAEAP, with no
weaknesses in its evaluation indexes. They are substantially superior to the means of indexes obtained
by other algorithms and close to the maximum values.

Figure 7: Overall performances of AAEAP on segment and glass data sets

Table 4 shows the findings on Banana and Phoneme data sets, where AAEAP does not converge to
the real category numbers and exhibits a lack of aggregation. Therefore, we also delineate the clustering
evaluation findings when K-AP, SC, and DP converge to the real category numbers.

Table 4: The clustering results on Banana and Phoneme data sets

Data set Method NClass Sil IGP RI ARI FM NMI

Banana

AAEAP 5 0.341 0.988 0.530 0.066 0.389 0.078
AP 176 0.336 0.905 0.499 0.008 0.022 0.253
CSAP 23 −0.077 0.997 0.502 0.012 0.128 0.054
QPAP 77 0.130 0.731 0.776 0.031 0.117 0.285
TMPAP 111 0.323 0.925 0.501 0.013 0.033 0.252
ADDAP 6 0.240 0.989 0.674 0.352 0.521 0.628
K-AP 2 0.391 0.992 0.515 0.029 0.586 0.025

5 0.353 0.987 0.526 0.058 0.388 0.388
SC 2 0.391 0.996 0.515 0.030 0.586 0.021

5 0.365 0.989 0.505 0.017 0.341 0.024
DP 2 0.082 1.000 0.509 0.011 0.666 0.010

5 −0.006 0.995 0.500 0.003 0.435 0.017

Phoneme

AAEAP 6 0.316 0.975 0.487 0.078 0.375 0.151
AP 265 0.249 0.870 0.417 0.003 0.015 0.164
CSAP 88 0.156 0.904 0.423 0.009 0.047 0.135
QPAP 264 0.249 0.868 0.417 0.003 0.015 0.165
TMPAP 145 0.242 0.888 0.419 0.005 0.026 0.148
ADDAP 4 0.331 0.983 0.503 0.075 0.497 0.164
K-AP 2 0.197 0.984 0.500 −0.052 0.616 0.097

6 0.307 0.974 0.483 0.070 0.352 0.144
SC 2 0.248 0.997 0.536 0.059 0.627 0.204

(Continued)
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Table 4 (continued)

Data set Method NClass Sil IGP RI ARI FM NMI

6 0.278 0.967 0.484 0.057 0.434 0.163
DP 2 0.074 1.000 0.581 0.006 0.807 0.001

6 −0.238 0.990 0.585 0.061 0.757 0.041

Note: For Banana and Phoneme data sets, the real number of categories is 2.

The deviation between the numbers of clusters obtained by AP, CSAP, QPAP, TMPAP, and
the real category numbers is significant, and the problem of insufficient aggregation of these four
algorithms is obvious. AAEAP converges to the numbers of clusters different from the real numbers
since FCM does not offer more mutually exclusive exemplars. However, AAEAP still shows strong
automatic aggregation ability even for large data sets compared with AP, CSAP, QPAP, and TMPAP.
The performance of ADDAP is superior to that of most algorithms since the density of data is
considered and the optimal classification is obtained through iteration. The density distribution is
distinctly nonuniform for Banana and Phoneme data sets, enabling ADDAP to offer full play to the
superiority. The index values of K-AP, SC, and DP are mostly inferior to those of AAEAP, regardless
of whether they obtain the real category numbers or the same number of clusters as AAEAP. Fig. 8
demonstrates the overall performance of AAEAP. The evaluation indexes of AAEAP are superior to
the means of indexes obtained by other algorithms and close to the maximum values.

Figure 8: Overall performances of AAEAP on Banana and Phoneme data sets

5 Conclusions

This study proposes an AAEAP clustering algorithm according to mutually exclusive exemplar
processing. Its main objective is to enable AP clustering to automatically aggregate, and the informa-
tion that enhances aggregation comes from real-time partitioning clustering results, rather than prior
knowledge or human intervention. This is also the distinction between the AAEAP algorithm and
semi-supervised AP clustering algorithms. Potential mutually exclusive exemplar pairs are identified
by cross-checking the partitioning and AP clustering findings. Based on them, the current clusters are
disassembled and clustering is restarted based on the mutual exclusion and aggregation constraint,
achieving aggregation incrementally. From the experimental findings, it can be discerned that the
automatic aggregation impact of AAEAP is substantial, and the entire clustering evaluation index
values are superior. However, we also discover that the quality of clustering results is related to whether
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partitioning clustering can offer stable and reliable mutual exclusion detection information. The more
accurate the information, the better the AAEAP clustering impact. Future studies will concentrate on
enhancing AAEAP to make it more adaptable to cluster on nonspherical data sets.
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