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ABSTRACT

The evolution of the internet and its accessibility in the twenty-first century has resulted in a tremendous increase
in the use of social media platforms. Some social media sources contribute to the propagation of fake news that
has no real validity, but they accumulate over time and begin to appear in the feed of every consumer producing
even more ambiguity. To sustain the value of social media, such stories must be distinguished from the true
ones. As a result, an automated system is required to save time and money. The classification of fake news and
misinformation from social media data corpora is the subject of this research. Several preprocessing and data
improvement procedures are used to gather and preprocess two fake news datasets. Deep text features are extracted
using word embedding models Word2vec and Global Vectors for Word representation while textual features are
extracted using n-gram approaches named Term Frequency-Inverse Document Frequency and Bag of Words from
both datasets individually. Bidirectional Encoder Representations from Transformers (BERT) is also employed
to derive embedded representations from the input data. Finally, three Machine Learning (ML) and two Deep
Learning (DL) algorithms are utilized for fake news classification. BERT also carries out the classification of
embedded outcomes generated by it in parallel with the ML and DL models. In terms of overall performance,
the DL-based Convolutional Neural Network stands out in the case of the first while BERT performs better in the
case of the second dataset.
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1 Introduction

The transformation of the world into a global village has aided in the widespread availability of
the Internet to all. Furthermore, the widespread availability of low-cost, internet-enabled smartphones
and other electronic devices has prompted people from a variety of educational, knowledge, cultural,
and geographical backgrounds to log on to community platforms and express their views. Such easy
access to cyberspace portals has numerous advantages, including the ability to investigate relevant news
from around the world and share thoughts and articles about it, but it also has several drawbacks.
Because only a tiny percentage of the community reads a newspaper or watches TV anymore, but
practically everyone carries an internet-enabled device with them, news that is shared on the internet
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has a greater chance of being read by a wide number of people. Apart from that, sharing news, facts,
and ideas on community platforms is simple, painless, low-cost, and quick, which is why everyone
does it [1]. The issue develops when some sources propagate incorrect or misleading news or content
on social media platforms due to a lack of understanding required for ethical and proper internet
usage, a lack of academic background, or a desire to gain views and likes from the community. By
changing the original or trustworthy substance of the original news, a person or a company can
purposefully create misleading news. As previously said, such news reaches various parts of the world,
where users of various backgrounds read them and, in turn, propagate them without any knowledge of
their veracity. As a result, they continue to spread and accumulate, taking up the majority of trending
news on community sites. This is due to the fact that these social media sites do not employ any sort
of evaluation mechanism to distinguish between false and true headlines [2].

The dissemination of such messages has a deplorable impact on society, region, state, or country’s
political, economic, and educational activities. It has the potential to influence an individual’s strategy
and decision-making abilities, as well as impact how someone thinks about something in a certain
place. Certain groups, such as PolitiFact, Snopes, and TruthOrFiction, have used the classic journalistic
technique to deal with the ever-increasing volume of false news. The aforementioned methodology
entails enlisting the help of several real-world reporters to verify the veracity of multiple news headlines,
which is a reasonable but time-consuming and tiresome method. This fuels the desire to construct
an automated system that can verify the legitimacy of news pieces on social media platforms and
differentiate false news from true news. Researchers may now use Artificial Intelligence (AI) and
Machine Learning (ML) applications in complicated and important classification problems, all hail
to AI and ML [3]. ML-based models can be used to create small automated systems that can be
trained on provided data and then perform real-time classification tasks with extreme accuracy and
precision on their own. In this study, two fake news data instances gathered from diverse internet
sources are evaluated and identified using three distinct ML models Support Vector Machine (SVM),
Random Forest (RF), Naïve Bayes (NB), two Deep Learning (DL) frameworks Convolutional Neural
Network (CNN), Long Short-Term Memory Network (LSTM) and a transformer-based method
Bidirectional Encoder Representations for Transformers (BERT) for classification in the proposed
work. The model’s operation is divided into certain levels, with raw input data provided in the form of
single and multiple combination sets to the model. The data is then preprocessed, and deep embedding
features are extracted using Global Vectors for Word representation (GloVe), Word2vec, and n-grams
based text features are extricated using Term Frequency–Inverse Document Frequency (TF-IDF),
and Bag of Words (BoW) models. BERT is employed as a standalone transformation model that
operates on preprocessed data and provides embedded feature outcomes. To carry out the fake news
classification, the extricated textual features are then fed into the three ML models RF, SVM, and
Logistic Regression (LR), and the deep features are provided to CNN and LSTM, while BERT itself
classifies the feature sets generated by it. The results are derived for both the datasets individually
which are compared and evaluated using various performance metrics. When overall performance is
considered on all feature combinations, CNN seems to be the best model in the case of the first dataset
while BERT performs well as far as the second dataset is concerned.

The rest of the paper is formatted as follows: Section 2 gives an overview of the strategies
employed in prior publications for analyzing and classifying and analyzing fake news. The proposed
methodology of this research work is discussed in Section 3. Section 4 lists all of the experiments
done, together with their findings and performance evaluations. Section 5 discusses the findings, and
Section 6 concludes with a summary of the presented tasks.
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2 Related Work

For the detection of fraudulent articles, Bahad et al. [4] used a hybrid LSTM network. The
performance of the algorithms is evaluated using standardized datasets relating to fabricated news.
Janze et al. [5] created a new misleading news analysis technique that can automatically detect bogus
statements. Authors of news items published on Facebook during the 2016 US presidential election
put the models to the test. Pérez-Rosas et al. [6] proposed a new forged news detecting method
based on a combination of contextual and ML techniques as well as literal. A competitive model was
introduced by Zhu et al. [7]. The model identifies the link between true and false news and refreshes its
intelligence to mitigate the impact of false news. Pulido et al. [8] used textual content to determine
if incoming information is accurate or not. We must determine whether the news article has any
health-related evidence or is solely based on forceful phrasing. The nature of disinformation and the
nature of interactions based on potential or real social impact are studied through data analysis. The
data for this investigation was gathered through postings and comments on numerous social media
platforms [9–11].

Anoop et al. [12] used common community platforms to detect fake health-related news. For
detecting misinformation, many algorithms are employed. CNN provided a dataset of 500 real health
and well-being stories with six features and two real and fake classes. The overall number of words in
a real class is 362117, while the total number of words in a fictitious category is 289477. In actual and
fake classrooms, the average number of words per document is 724 and 578, respectively. K-Means and
Density-based Spatial Clustering of Applications with Noise (DBSCAN) methods based on different
parameters are utilized to train the algorithms. Han et al. [13] proposed a classification system based on
the dissemination of false and true news. Graph Neural Network (GNN) is reportedly used to discern
between fake and true news for non-Euclidean data. The news can be replied to by several users. The
goal of the article was to use GNN to validate news based on distribution patterns. Neighborhood
and characteristic matrices were used to produce these graphs. News stories were tagged using the
FakeNewsNet dataset. Because the entire dataset and incremental training cannot be taught accurately
at the same time, only 75% of the dataset was trained. The dataset is then trained in its entirety using a
continuous learning technique—training the dataset using GNN and continuing to train on additional
datasets results in catastrophic forgetting. GEM, a technique for storing multiple samples of previous
tasks when learning a new task, and elastic weight consolidation are thus used to avoid updating
parameters that are important to older tasks to achieve the balanced performance of existing and
new data to avoid retraining complete data, which can be very costly for larger data compilations.
Khan et al. [14] used statistical analysis to examine the execution quality of established approaches
incorporating convolutional-LSTM, character-level LSTM, and Hierarchical Attention Networks
(HAN) by applying them to two publicly available datasets and a custom-generated dataset containing
news articles. With an overall accuracy of 95%, the raw text of news items is preprocessed by removing
superfluous Uniform Resource Locators (URLs), white spaces, stop words, correction of misspellings,
removal of suffix, and lastly rejoining the word tokens by white spaces. Overfitting can be avoided
using advanced models like Convolutional-LSTM, Continual Learning- LSTM, and Convolutional-
HAN, which demand more attention. In addition, topic-based analysis is used to accurately recognize
the type of news story connected to health, politics, or research-related depictive news. To analyze
fraudulent or misleading news stories, Monti et al. [15] employed a new geometric model based on
DL. The model was evaluated using reports from Twitter. Guo et al. also developed an emotion-based
approach for analyzing bogus news. The model’s development begins with a mix of the publisher’s and
social feelings [16].
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Hakak et al. [17] made use of a Liar dataset based on manually labeled tagged brief remarks about
various topics, the Information Security and Object Technology (ISOT) dataset comprised of 44,898
false and true news articles. A total of 26 data attributes are extracted for the formulated work which
is then forwarded to an ensemble ML model consisting of RF, Decision Tree (DT), and Extra-tree
(ET) algorithms. For training, 70% of data is utilized and the rest of 30% is maintained for testing
purposes where the DT classifier outperforms its fellow ML models by achieving an accuracy of
99.29% while the performance of other ML models is also significantly improved when data is carefully
engineered. The authors [18] developed a novel model based on the combination of data preparation
and classification modules. Four datasets including the George McIntire dataset, a publicly available
Kaggle dataset, Gossipcop, and Politifact datasets are gathered, all of which contain 6335, 26000,
21,641 and 948 truth-based and false news, respectively. BerConvoNet is proposed for the classification
of forged news from the data pool that contains a News embedding block (NEB) where data cleansing,
preprocessing and tokenization are performed along with deep feature extraction with GloVe and
BERT models and Multiscale feature block (MSFB) which contains a custom CNN. The CNN is
based on convolutional, fully connected, and pooling layers where Adam is used for optimization and
varying kernel sizes are tested. BERT provides the best accuracy results when paired with the developed
CNN and provides an average accuracy above 90% on all four datasets. Ahmad et al. [19] proposed
an ensemble mechanism for the categorization of forged news. Three datasets are utilized where the
first one is the ISOT dataset, and the rest are obtained from Kaggle and are also publicly available.
The corpus is filtered by removing dates, URLs, and other unnecessary information before feeding
it to the proposed model. The utilized ensemble model is based on a combination of ML models:
LR, SVM, Multilayer perceptron, K-Nearest Neighbor, bagging classifiers as well as DL- based CNN
and LSTM for classification. Based on performance standards, the RF classifier achieved the highest
accuracy of 99% on ISOT, third and fourth datasets, bagging and boosting classifiers achieved the
highest accuracies of 94% on the second dataset.

After going through some of the previous works and studying the behavior of various ML, DL,
and other models, it has been deduced that each model performs best in a certain set of parameters. DL
models work best on large datasets, require less or no human intervention, are much more complex and
denser in their architectures, can be designed as in a multi-layer structure to deal with complex datasets,
require high-end machines to operate as per their potential, engineer and extract high-level features
from data on their own without having the need of an extractor and usually take longer execution
times. On the contrary, ML models can work on smaller datasets, require more human guidance at
different stages, are developed in both simpler and complex architectures but not as complex as DL
models, require a feature extractor to derive features from the dataset, are faster in terms of execution
but compromise accuracy in most of the cases. Meanwhile, BERT is trained on more than 2500 million-
word instances, it performs extraordinarily in both small and large-scale datasets. This capability
makes BERT unique and more powerful than ML and DL models. Moreover, BERT returns different
vectors for the same word predicate depending upon its usage sentiment and meaning, unlike previous
word embedding models. In all of the considered literature work, ML and DL models have been used
both individually and in combination. Utilizing the briskness and flexibility of ML models with the
depth and intricacy of DL models does yield the best results. Moreover, authors of previous works
have made use of textual features and word embedding features while working with text sentiment
data. Taking a lead from all this discussion, make we believe that in addition to data engineering,
preprocessing, feature extraction carried out by employing N-gram methods such as TF-IDF and
GloVe, word embedding methods including Word2vec and BoW, when paired with transformation
encoded sequences generated by BERT, multiple ML and DL models, provides the best possible results
as are required by an optimally best performing model.
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3 Proposed Methodology

The proposed model is based on certain building blocks where the initial building block is based on
data preprocessing with steps such as null values removal, filtration of unnecessary expressions, stop
words removal, lemmatization, tokenization, and contextual analysis. To derive meaningful insights
from the engineered data, the feature extraction phase is performed in the block to follow using the
word embedding methods Word2vec, GloVe and N-gram methods TF-IDF, BoW. The best textual
feature sets are finally transferred to certain ML algorithms RF, SVM, LR, and the best deep feature
sets are given to CNN and LSTM for classification. Furthermore, BERT is also utilized which takes
preprocessed data as input, derives embedded representations from it based on its encoder information
and performs the classification as well while doing all the mentioned tasks in parallel with the rest of
the model. The evaluation of derived results is performed based on accuracy, recall, precision, and
F1-score. Fig. 1 illustrates the working flow of the formulated model for fake news classification.

Figure 1: Framework diagram for the fake news detection model
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3.1 Datasets Acquisition and Statistics

Two different datasets are used to analyze and assess the performance of the proposed model.
Both datasets are obtained from various online sources and contain distinct data based on real and
fake news.

3.1.1 Dataset 1-Fake News Detection

The dataset named Fake News Detection1 is made open source on the Kaggle platform. The
description or the source of the collected dataset is not updated to date. As the dataset contains
fake and real news articles, it can facilitate conducting experiments related to fake news classification.
The dataset has four columns or attributes, named URL, headline, body text, and label. The total
occurrences in the dataset are 4009, 2137 of which are marked as real news and 1872 as fake news.
The dataset in its original form contains four columns where each column denotes a specific data
attribute. The news headline column contains the headline text for news, the body column contains
the descriptive body text for news, the URL column contains the URL for the original news source
and the label column contains the label describing whether any included news is true or false. The
data columns are analyzed and suitable columns including news body and their corresponding labels
are selected for further processing. Other statistics found about the dataset during exploratory data
analysis are also mentioned in Table 1.

Table 1: Fake news dataset statistics

Attribute Value

Dataset attributes URL, headline, body text, label
Total news 4009
Real news 2137
Fake news 1872
Word count 2,326,583
Character count 10,111,421
Sentence count 4273

3.1.2 Dataset 2-Real and Fake News Dataset

The dataset Real and Fake news2 comes with both fake or misleading and truth-based news. It was
generated by a company named nop.ai. The dataset has 6335 instances and four columns or attributes
named index, title, text, and label. The index column contains the incremental data-position indices, the
title column contains the title headline for the concerning news, the text column contains the original
concerned descriptive news body, and the label column contains the label denoting whether the news is
true or false. The dataset is analyzed and the suitable columns including the news text along with their
corresponding labels are selected for further procedure. The fake news in the dataset consists of 3164,
and the real news in the dataset contains 3172 records along with other data as depicted in Table 2.
The labels across each news represent whether it is fake or real.

1https://www.kaggle.com/jruvika/fake-news-detection
2https://www.kaggle.com/datasets/nopdev/real-and-fake-news-dataset
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Table 2: Real and Fake news dataset statistics

Attribute Value

Dataset attributes Index, title, text, label
Total news 6335
Real news 3171
Fake news 3164
Word count 5365684
Character count 23842804
Sentence count 6341

3.2 Preprocessing

Dataset state and condition play a critical role in an automated learning and differentiation
schema. When data is used in its amorphous form, it creates uncertainty and reduces the accuracy of
the results. Fake or inaccurate news material is spread in an amorphous manner by social media users.
On unstructured data, the ML and DL algorithms do not perform well. As a result, preprocessing
and text mining techniques must be used to clean and prepare the data before applying text analysis
and classification operations to it. Data preparation is the first stage in any classification activity
since it prepares, cleans, and eliminates ambiguities. Letter conversion to lowercase, stop words
removal, hyperlinks removal, inappropriate full stop and half sentence removal, lemmatization, and
tokenization are among the preprocessing techniques used in this study.

3.3 Feature Extraction

The model cannot work on or classify the data in its regular textual form after data preparation is
achieved, which is why it must be translated into mathematical and vector format so that the ML and
DL algorithms can interpret it. As explained in Section 3, the vector data derived from the text will be
given to the ML and DL models as features. Therefore, a complete representation of the words in the
corpus must be extracted, and there are several methods for doing so. Deep textual feature techniques
such as word embedding, and n-gram methods are employed to derive features from the preprocessed
data. As pre-trained word embeddings, the proposed approach uses GloVe from the Natural Language
Processing (NLP) library named Stanford NLP3 and Word2vec from Google news vectors4. BoW and
TF-IDF are used for n-gram-based feature extraction. These methods are addressed in the sections
below about the proposed study.

3.3.1 Deep Features

Word embedding [20] is a technique for converting and representing textual data made up of
words into a vector and mathematical form. There are several models available for this purpose, but
we used the pre-trained GloVe from Stanford NLP and Word2vec from Google news vectors in this
investigation. The GloVe is an unattended learning technique that uses the global word co-occurrence
matrix to extract word embeddings from an input data corpus. When applied to any data, it directly
obtains information about the words occurring frequently in that data and maps the words into vector
spaces [21]. It is trained on global statistics of words included in a large corpus compiled from online
sources and when applied to any data, it obtains Information about the words occurring frequently in
that data and maps the words into vector spaces. It has been widely used to derive features and pass

3https://www.kaggle.com/datasets/rtatman/glove-global-vectors-for-word-representation
4https://www.kaggle.com/datasets/adarshsng/googlenewsvectors



2086 CMC, 2023, vol.77, no.2

them on to classification models in text classification challenges. It is based on the Log Bilinear model,
which uses the weighted least squares technique [22] as Eq. (1) represents.

weightx . weighty = log P(x|y) (1)

where, weightx, weighty represent the weightage of any two random data points x and y. P(x|y)

represents the probability of occurrence within the data pool. GloVe uses computational logic
represented in Eq. (2).

Glove =
∑N

x,y=1
g(fa,b)(weightt

xweighty − log fx,y)
2 (2)

where, g( fx,y) is the function that maps least-squares between both points from one to infinity,
and weightt

xweighty calculates the weightage of concerned points with time t. Word2vec is another
word embedding technique that operates based on the skip-gram method to achieve this capability
and shallow neural networks [23]. It creates vectors of textual data included in the corpus based
on the frequency of documents and their co-occurrence matrix. Eq. (3) shows the way Word2vec
performs computation using the skip-gram method. Based on the frequency of documents and their
co-occurrence matrix, it builds vectors of textual data included in the corpus.

1
T

∑N

pos=1

∑
−1≤x,y≤+1s,x,y�=0

log probability(xpos+1|xt) (3)

where, N represents dataset dimensionality, pos is the position of data point x with iteration t, and
the last segment calculates the log of word xt at a specific pointwhile continuously incrementing its
position.

The preprocessed data is given to both the GloVe and Word2vec models in the proposed study,
and the features created by them are then given to a customized CNN for results derivation and
performance evaluation.

3.3.2 Textual Features

Any series of word tokens in a given data is referred to as an N-gram which is based on unigrams,
bigrams, trigrams continuing so. An n-gram model can calculate and forecast the likelihood of specific
word sequences in a data corpus. Such models are effective in text classification problems where the
number of specific terms included in the vocabulary from the corpus must be counted [24]. The TF-
IDF is a metric that assesses how closely a word in a catalogue corresponds to its meaning or mood.
It works by taking the frequency of terms in a document and multiplying it by the inverse frequency
of words that appear in several texts on a regular basis [25]. The frequency of documents in a corpus
is calculated by TF-IDF [26] based on mathematical formulation represented in Eq. (4).

weightx, weighty = rect
x,y x log

(
N

recx

)
(4)

where, weightx, weighty indicate the dominance factor for both the points, rect
x,y is the recurrence

computation of point x within data y, and log
(

N
recx

)
represents Log of all recurring points x with

the complete data compilation. BoW can also be used to extract valuable attributes from text data
that needs to be categorized. It operates on the basis of a predetermined vocabulary and searches for
the frequency of certain terms in the document in question using that vocabulary. The model simply
cares if known terms appear in the document, not where they appear, and it generates a histogram of
such words within the data that can be easily fed to classifiers [27]. The mathematical computation
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mentioned in Eq. (5) is used by BoW to build word bags.

Dx,y =
∑N

x,y=1
weighty

x x weightx (5)

where, Dx,y represents the data corpus containing points x, y, weightb
a shows the weightage density of

the frequently occurring word x with respect to reference point y. weightx represents the weightage
of point x which is of interest. Both TF-IDF and BoW are employed to derive features from the
preprocessed dataset in the proposed work. A collection of four ML classifiers is used to test and
classify the retrieved features from both of these models.

3.3.3 Transformer Based NLP Method

Transformer based DL models are now adays widely used in NLP. In the proposed work we
utilized a transformer-based model BERT for the fake news classification. A transformer consists
of two main components, Encoder, and Decoder. The encoder takes words as input to generate
embedding that encapsulate the meaning of the word while the decoder takes the embedding generated
by Encoder to generate the next word until the end of the sentence. We utilized BERT as a sentence
encoder to properly extract the contextual representation of given sentences. Using Mask Language
Modeling (MLM), BERT eliminates the unidirectional limitation [28]. It masks several tokens from the
input at random and guesses the original vocabulary id of the masked word using only the input. When
compared to prior embedding approaches, MLM has improved BERT’s capacity to outperform. It is
a deeply bidirectional system capable of processing unlabeled text in all levels by conditioning on both
left and right context based on the Transformer backend and works based on the attention mechanism.
When the input data is given to BERT, the attention mechanism maps input to a multidimensional
space and computes the relevance of each data point. The inputs are then embedded into output
transformations and the layer stacks present in both encoder and decoder generate output solutions.
The general architecture of BERT [29] is shown in Fig. 2.

Figure 2: General architecture of BERT
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4 Experimentation and Results

The proposed framework takes two fake news datasets as input, employs appropriate prepro-
cessing steps on both, extracts valuable features using deep and textual feature derivation techniques,
and finally performs the classification of the datasets individually using three ML algorithms SVM,
RF, GNB, and two DL models including a custom CNN and LSTM. BERT also operates on the
preprocessed data by deriving embedded outcomes and performs classification on its own. The deep
features derived from GloVe and Word2vec are classified using CNN and LSTM, and textual features
derived from TF-IDF, and BoW are delivered to three ML-algorithms for classification in a series of
experiments. Recall, F1-score, 10-fold accuracy, and precision are among the performance analysis
standards used to evaluate the outcomes. Two experiments are performed on Dataset 1. In the first
experiment, textual features are given to three ML classifiers SVM, RF and GNB. The results are
shown in Table 3 where the four mentioned performance standards are maintained. The experiments
were carried out in Python, and the sklearn ensemble package was used to integrate the model into our
space. All of the models were trained and evaluated using 90% and 10% of the dataset, respectively.

Table 3: Classification results of textual features of Dataset 1 with ML algorithms

PEM SVM-TF-IDF
(%)

SVM-BoW
(%)

RF-TF-IDF
(%)

RF-BoW
(%)

GNB-TF-IDF
(%)

GNB-BoW
(%)

Accuracy 98.83 97.66 95.7 94.3 93.4 92.5
Precision 99 98 96 94 94 93
F1-score 99 98 96 94 93 93
Recall 99 98 96 94 93 93

SVM shows better accuracy on textual features extracted from both TF-IDF and BoW by
achieving accuracies of 98.83% and 97.66% respectively which are far superior than RF and GNB.
Apart from accuracy, rest of the performance measures are also better for SVM classifier when
compared with the rest. Fig. 3 shows a performance comparison of all the three ML models over
Dataset 1.

Figure 3: Results comparison of Dataset 1 textual features with ML models

In the second experiment on Dataset 1, the two DL models including CNN and LSTM were
provided with the deep features extracted by both GloVe and Word2vec models. CNN was primarily
utilized for the classification of vectoral data with high accuracy and speed and here, it was trained
and tested on the same data split utilized in ML algorithms while the number of epochs was set to 32
epochs and a batch size of 10 was maintained for model training. Fig. 4 shows the accuracy and loss
of CNN in a graphical visualization.
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Figure 4: Accuracy and loss ratio visualization of CNN with deep features of Dataset 1

As evidently visible from Fig. 4, the accuracy of CNN for GloVe and Word2vec features lies in
between 97% to 99.9% as the number of epochs are increased. The same scenario can be noticed in
the loss ratio for both features where the CNN model shows minor fluctuations in the initial epochs
and stabilizes in the final epochs for GloVe features while it performs fairly smoother in the case of
Word2vec features. In the case of LSTM, the batch size is kept at 10, epochs are set to 20 epochs,
while the main layers that constitute LSTM are embedding, dense and SoftMax layers. Fig. 5 shows
the accuracy and loss ratio for the LSTM model when trained and evaluated on deep features.

Figure 5: Accuracy and loss ratio visualization of LSTM with deep features of Dataset 1
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As demonstrated in Fig. 5, LSTM starts from low to high in terms of accuracy for both GloVe
and Word2vec features. It also exhibits the decreasing loss ratio with the progression of epochs for
both the feature sets. After the implementation of CNN and LSTM on Dataset 1, BERT was finally
implemented that takes as input the preprocessed dataset, encodes it to embedding representation,
performs transformations on it, decodes the representations back into vocabulary-based representa-
tions and provides the classification results using its deep layers. The same data split was maintained
for BERT as well. Fig. 6 presents the performance ratio for BERT.

Figure 6: Accuracy and loss ratio visualization of BERT on Dataset 1

After the performance visualization of CNN, LSTM and BERT, Table 4 confirms the classifica-
tion results of deep features derived from Word2vec and GloVe with the aforementioned DL models
and that of the preprocessed dataset with BERT.

Table 4: Classification results of deep features of Dataset 1 with DL algorithms

PEM CNN-GloVe
(%)

CNN-Word2vec
(%)

LSTM-GloVe
(%)

LSTM-Word2vec
(%)

BERT
(%)

Accuracy 99.2 97.89 96.75 98.13 98.36
Precision 99 98 97 98 98
F1-score 99 98 97 98 98
Recall 99 98 97 98 98

CNN performed best on the features derived by GloVe where it achieved an accuracy of 99.2%
which precedes other models. On the other hand, LSTM showed better results when it comes to
Word2vec features where the accuracy is noticed to be 98.13%. Since BERT takes both features in
the form of a single feature vector, its performance is noted to be on par with CNN and LSTM.
After concluding experiments on Dataset 1, the next phase is to repeat the same set of experiments for
Dataset 2. In the next experiment, the textual features extracted from the Dataset 2 were given to the
three previously used ML models SVM, RF and GNB. The same training testing ratio of 90% and
10%, respectively was maintained along with the same parameters and environment. Table 5 shows
the experimental results along with respective evaluation standards.
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Table 5: Classification results of textual features of Dataset 2 with ML algorithms

PEM SVM-TF-
IDF (%)

SVM-BoW
(%)

RF-TF-
IDF (%)

RF-BoW
(%)

GNB-TF-
IDF (%)

GNB-BoW
(%)

Accuracy 95.5 87.40 85.8 86.29 88.97 77.16
Precision 96 88 86 86 90 78
F1-score 96 87 86 86 89 77
Recall 96 87 86 86 89 77

In the case of Dataset 2, SVM once again looks to be performing better as compared to its
adversaries. The accuracy of SVM over TF-IDF features turns out to be 95.5% and 87.40 for
BoW, both of which are considerably better when compared with the rest. Fig. 7 shows a graphical
performance comparison of all three ML models over Dataset 2.

Figure 7: Results comparison of Dataset 2 textual features with ML models

In the next and final experiment conducted on Dataset 2, the same CNN and LSTM were provided
with the deep features extracted by both the GloVe and Word2vec models. CNN was trained and tested
on the same data splits as in previous experiments, 32 epochs and a batch size of 10. Fig. 8 shows the
accuracy and loss of CNN in a graphical visualization in the case of Dataset 2.

Figure 8: Accuracy and loss ratio visualization of CNN with deep features of Dataset 2

As shown in Fig. 8, CNN shows better consistency for GloVe features as compared to Word2vec.
Then latter initiates with low accuracy, increases and stabilizes it with the progression of epochs. The
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loss rate of CNN for both the features also imitates the accuracy behavior as it is extremely low in
the case of GloVe features while fluctuates for Word2vec features along with accuracy behavior. In
the case of LSTM, the same batch size of 10 and number of 20 epochs was maintained along with the
same layer settings. Fig. 9 shows the accuracy and loss ratio for the LSTM model when trained and
evaluated on deep features extracted from Dataset 2.

Figure 9: Accuracy and loss ratio visualization of LSTM with deep features of Dataset 2

Finally, the preprocessed Dataset 2 was given to BERT in the form of a single compact vector
where the same experimental settings were maintained. Fig. 10 shows the training comparison for
BERT on Dataset 2.

After the performance visualization of CNN, LSTM and BERT on derived deep features of
Dataset 2 and Dataset 2 itself, respectively, Table 6 further confirms the classification results statis-
tically based on performance standards.
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Figure 10: Accuracy and loss ratio visualization of BERT on Dataset 2

Table 6: Classification results of deep features of Dataset 2 with DL algorithms

PEM CNN-GloVe
(%)

CNN-Word2vec
(%)

LSTM-GloVe
(%)

LSTM-Word2vec
(%)

BERT (%)

Accuracy 89.9 90.3 81.38 83.3 92
Precision 90 90 83 84 93
F1-score 90 90 81 83 92
Recall 90 90 81 83 92

5 Discussion

All the experiments performed for the proposed work are discussed in detail in the preceding
section along with the results. It is quite evident that the experiments done upon textual features
of Dataset 1 through three ML-models have led to the observation that SVM performs better in terms
of accuracy as well as other standards when compared to RF and GNB. SVM achieves an accuracy of
98.83% on TF-IDF based features and 97.66% on BoW based features both of which are superior as
compared to the outcomes of other models. Moreover, the experiments performed upon deep features
of Dataset 1 indicate that CNN achieves the better accuracy rate of 99.2% on GloVe based features
while LSTM achieves the better accuracy rate of 98.13% on Word2vec features. BERT performs better
on average and achieves an accuracy of 98.36% on Dataset 1 which lies somewhere in between the
maximum accuracies yielded by ML and DL models. Furthermore, it is deduced that CNN performs
well on deep features in the case of Dataset 1 as compared to the best ML model in this case, SVM as
also demonstrated in Fig. 11a.

When the same sequence of experiments is repeated for Dataset 2, SVM again outperforms
RF and GNB in terms of accuracy rates and other performance measures when the experiment is
performed on textual features of Dataset 2. The accuracies achieved by SVM for TF-IDF and BoW
based features are 95.5% and 87.40%, respectively. Similarly, when the experiments are carried out on
deep features derived from Dataset 2, CNN outperforms LSTM with accuracies of 89.9% and 90.3%
on GloVe and Word2vec features, respectively. In the case of Dataset 2, BERT performs considerably
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better with the accuracy of 92% which is far superior than its performance in the case of Dataset 1.
BERT is also proved to be the best performing model in this case as represented in Fig. 11(b). Fig. 12(a)
shows the accuracy comparison of ML models for both the employed datasets. It is quite evident that
all the ML models generally perform better on Dataset 1 derivations as compared to that of Dataset 2.

Figure 11: (a) Accuracy comparison of best performing ML, DL and BERT models on Dataset 1.
(b) Accuracy comparison of best performing ML, DL and BERT models on Dataset

Figure 12: (a) Accuracy comparison of ML models on Datasets 1 & 2. (b) Accuracy comparison of
DL models and BERT on Datasets 1 & 2

Similarly, Fig. 12b shows the accuracy comparison of DL models including CNN, LSTM as well
as that of BERT for both datasets. It is to be noticed that DL models operated on deep features
extracted from both datasets while BERT operated on preprocessed datasets themselves and provided
its outcome. It can be observed from the figure above that both DL models: CNN and LSTM
performed better on average on the deep features extricated from Dataset 1 as compared to those
of Dataset 2. BERT also seems to be providing the better accuracy rate on Dataset 1 as compared to
Dataset 2.

6 Conclusion and Future Work

In the proposed study, a novel framework has been proposed for fake news classification from
social media platforms and other online forums. Two real world fake news datasets are obtained
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are cleansed, prepared, and processed using several preprocessing techniques. Once the datasets are
ready for further processing, they are given to word embedding models GloVe, Word2vec and N-gram
models TF-IDF, BoW for the extraction of deep and textual features respectively. At the same time, the
same preprocessed datasets are also given to the BERT model for vectoral embedding representations
extraction. The textual features from both datasets are given to three ML classifiers namely SVM,
RF and GNB individually while the deep features of both datasets are given to DL based CNN and
LSTM models. Experiments were performed for both the datasets separately and the classification
results of ML, DL and BERT models were evaluated and compared using state-of-the-art performance
standards. DL models were found to perform better on average when it comes to Dataset 1 while BERT
was found to be the overall best model on Dataset 2. In the future, more data engineering techniques
such as topic modeling could be focuses so that the same and less varying results can be obtained on
any model combination. Nowadays transformer-based models are getting much appreciated results in
NLP, so along with Bert, generative pre-training and its variants could also be utilized to explore the
variance in results.
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