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ABSTRACT

Human-human interaction recognition is crucial in computer vision fields like surveillance, human-computer
interaction, and social robotics. It enhances systems’ ability to interpret and respond to human behavior precisely.
This research focuses on recognizing human interaction behaviors using a static image, which is challenging due to
the complexity of diverse actions. The overall purpose of this study is to develop a robust and accurate system
for human interaction recognition. This research presents a novel image-based human interaction recognition
method using a Hidden Markov Model (HMM). The technique employs hue, saturation, and intensity (HSI)
color transformation to enhance colors in video frames, making them more vibrant and visually appealing,
especially in low-contrast or washed-out scenes. Gaussian filters reduce noise and smooth imperfections followed
by silhouette extraction using a statistical method. Feature extraction uses the features from Accelerated Segment
Test (FAST), Oriented FAST, and Rotated BRIEF (ORB) techniques. The application of Quadratic Discriminant
Analysis (QDA) for feature fusion and discrimination enables high-dimensional data to be effectively analyzed,
thus further enhancing the classification process. It ensures that the final features loaded into the HMM classifier
accurately represent the relevant human activities. The impressive accuracy rates of 93% and 94.6% achieved in
the BIT-Interaction and UT-Interaction datasets respectively, highlight the success and reliability of the proposed
technique. The proposed approach addresses challenges in various domains by focusing on frame improvement,
silhouette and feature extraction, feature fusion, and HMM classification. This enhances data quality, accuracy,
adaptability, reliability, and reduction of errors.
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1 Introduction

Human interaction recognition (HIR) in computer vision refers to a system’s ability to recognize
and recognize the gestures, expressions, and movements of humans engaged in face-to-face com-
munication. This technology enables computers to comprehend and respond to human behaviour,
allowing for more natural and intuitive interactions between humans and machines. Human-to-human
interaction in computer vision applications includes video conferencing, virtual reality, and gaming.
This technology could revolutionize how we connect with technology and one another by allowing
computers to understand human behaviour.

HIR is a challenging computer vision problem that seeks to comprehend human behavior by
analyzing visual data such as photos and videos. The goal is to recognize complex, human-to-human
interactions; however, this is difficult due to challenges such as viewpoint fluctuation, occlusion,
ambiguity, data scarcity, and interaction complexity. As a result, the performance and application of
most existing HIR approaches are limited. HIR advancements could allow applications such as better
video/image surveillance, improved human-computer interactions, and safer intelligent modes of
transport. Image-based interaction recognition is more challenging than video-based action detection
due to limited data, the blurry background of the images, ambiguous qualities like Similar looking
interactions may have different meanings, and training data like hard-to-code large amounts of
marked-up data of human interactions and Complex interactions. This has led to an interest in human
interaction recognition, to its diverse applications, such as human-machine interaction, behavioral
biometrics, surveillance systems, environmental intelligence, assisted living, and human-computer
interaction. However, this research aims to develop a novel image-based human interaction recognition
method that can improve performance compared to existing methods. This research is particularly
significant as it has the potential to contribute to various computer vision applications such as video
surveillance, human-computer interaction, and intelligent transportation systems.

Several methods have been proposed for recognizing human interactions, including histogram
of oriented gradients (HOG), local binary patterns (LBP), and deep neural networks DNNs [1–6].
However, these methods have limitations and may not always provide optimal results. The following
are some limitations of HOG and LBP techniques, which rely on handcrafted features that may not
be relevant to a wide range of human interaction contexts. The features of each new dataset must be
carefully designed and optimized. DNNs require a huge amount of labeled training data for human
interaction recognition, which can be costly and time-consuming to acquire. DNNs have considerable
computing requirements during training and inference, which limits their use in resource-constrained
situations. HOG/LBP and standard DNNs do not explicitly recreate the temporal dynamics of human
interactions, which are essential for successful recognition.

To address these limitations, we present a model that represents the developmental process of
human interactions using Hidden Markov Models. Compared to other methods, HMMs require fewer
parameters to train and can obtain good results with smaller data sets for training. Because HMM
has modest computing needs, they are appropriate for real-world applications. It can demonstrate
temporal interconnectedness and the development of human interactions through time. This study
offers a unique human interaction recognition method that combines the best features of QDA and the
HMM. QDA is an effective feature fusion and discriminating tool for high-dimensional data analysis.
HMM is a statistical model successfully applied to human interaction recognition. It can be used to
classify sequential data. Pre-processing the photos with HSI color transformation to boost contrast
and Gaussian filters to reduce noise is the first step in our suggested approach for human interaction
recognition. Following that, statistical approaches are utilized to extract the person’s silhouette. The
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FAST and ORB approaches are used to extract features. These features are then passed through QDA
for feature fusion and discrimination. Finally, HMM is used to classify the features into appropriate
human activities. The proposed method achieved an accuracy of 93% on a dataset of human activities
and shows potential for improving human recognition performance. The HIR system can recognize
complex human activities, such as shaking hands, hugging, kicking, patting, pushing, hifi, bending,
and boxing. The main contributions of our proposed model:

• Frame enhancement and extraction using HSI transformation and Gaussian filter.
• Silhouette extraction using statistical methods.
• Feature extraction using FAST and ORB.
• Quadratic Discriminant Analysis technique is applied for feature fusion and discrimination,

which are later identified using the Hidden Markov model.

The suggested framework’s compact design makes it suitable for deployment on any edge device.
There is no need for waiting or extra processing time; everything can be done in real-time. Complexity
and computational requirements may make the suggested approach suitable for large datasets. Noise
or missing values in input data may influence the algorithm’s accuracy and dependability. The
algorithm may require significant domain-specific knowledge and experience to implement and
configure.

The research paper is organized into the following sections: Section 2 provides a detailed review
of the related work in the field of HIR. Section 3 focuses on the design and structure of the proposed
system, explaining the methodology and techniques used for image dataset pre-processing, feature
extraction, and classification. Section 4 presents the experimental analysis and results of the proposed
method, including the system’s accuracy and efficiency in recognizing different human activities.
Finally, Section 5 concludes the research paper by summarising.

2 Related Work

Convolutional neural networks (CNNs) and recurrent neural networks (RNNs) have recently
emerged as promising candidates for human recognition thanks to advancements in deep learning
[7]. These methods can learn hierarchical representations of images and videos that can be used to
recognize activities. CNN-based methods have shown impressive performance on various datasets and
benchmarks but require a large amount of labeled data for training and have a high computational
cost. Other handcrafted feature extraction techniques like Motion History Image (MHI) [8], Optical
Flow, and 3D convolutional neural networks (3DCNNs) have also been proposed for HIR. Further-
more, certain hybrid approaches have been presented in the literature to enhance the performance
of human action identification, such as integrating CNN with HMM [9]. In this setup, the CNN is
utilized to extract the features from the image, while the HMM models the temporal information of
the activities.

2.1 Image-Based HIR

Human interaction recognition recognizes and classifies human activities using visual data,
such as images or videos, to recognize and organize them. Regarding recognizing human-human
interactions (HHI) in computer vision, researchers have proposed various methods that use machine
learning classifiers such as Random Forest, Support Vector Machine (SVM), Decision Trees, and
HMM to recognize and categorize human interactions, such as shake_hands, hugs, and high-fives,
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into distinctly different classes [7,8]. These methods extract handcrafted elements, including spatial-
temporal information, posture, and gesture, from images or videos and use classifiers to recognize
and classify interactions. Human-object interaction (HOI) recognition analyses human-object rela-
tionships in images and videos. They recognize and classify activities like carrying a bag or sitting on
a chair. Researchers employ machine learning classifiers like Random Forest, SVM, Decision Trees,
and HMM to recognize and classify these interactions by extracting information like object location,
size, and object-human interaction from images and videos.

Histograms of oriented gradients are one of the most popular approaches to human action
recognition in images [9–11], which can extract features from stable images against modifications like
brightness and contrast. Following feature collection, a classifier like an SVM or a linear discriminant
analysis (LDA) is trained to recognize the activities based on the data collected LDA. HOG-based
methods effectively recognize simple and repetitive activities but may not always provide optimal
performance for more complex and varied activities. Another popular method for human interaction
recognition is based on LBP [12,13], which encodes the local texture of the image. LBP-based methods
have also been effective for recognizing simple and repetitive activities but effective for recognizing and
recognizing simple and repetitive activities. However, they may not be as robust to changes in lighting
and scale as HOG-based methods.

2.2 Markers-Based HIR

Markers-based Human Interaction Recognition (HIR) is a computer vision technique that
uses physical markers, typically placed on specific body joints or landmarks, to identify and track
human movements and interactions in real-time [14]. Markers accurately capture motion data, which
algorithms may evaluate to recognize human activities and interactions. Virtual reality, gaming, sports,
and rehabilitation use marker-based HIR for accurate motion analysis and intuitive user interfaces
[15]. Although marker-based HIR produces high-quality data, it can be limited by the need for
hardware, which may hinder the natural movements of the tracked subjects [16].

Numerous studies have examined marker-based HIR methods. Hidden Markov Models are
famous for modeling and recognizing human behaviour [17]. HMMs are statistical models that can
represent complex temporal patterns and have been effectively used in human activity recognition and
motion analysis [18]. HMMs were employed to recognize tennis actions from marker-based motion
capture data [19,20]. Deep learning techniques, such as CNNs and RNNs, have been investigated by
other researchers for marker-based HIR [21]. These methods recognize complicated activities and
interconnections better. They need substantial training datasets and computer power. HMMs, deep
learning algorithms, and others have been studied to improve marker-based HIR recognition accuracy
and efficiency.

3 Structure of Designed System

This research paper represents a novel approach to HIR. The suggested system consists of five
steps. Stretching the frame contrast occurs during pre-processing. The subsequent process involves
extracting the person’s silhouette. In the third phase, two features are extracted using FAST and
ORB and combined. The fourth step explores high-dimensional data features using the Quadratic
Discriminant Analysis technique for feature fusion and discrimination. This feature is subsequently
used to train the HMM for the last stage of interaction recognition. In Fig. 1, the suggested
architecture is displayed.
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Figure 1: Flow diagram of the proposed HIR approach

3.1 Pre-Processing

Incorrect estimates of human behavior can be avoided with the help of pre-processing, which is
why removing noise from the input frames is a crucial step in extracting essential features. In this study,
we employ a simplified pre-processing solution consisting of two steps: (a) HSI color transformation
and (b) picking the optimal channel and applying a Gaussian filter to target this problem.

3.1.1 Selecting the Optimal Channel

We apply the HIS transformation to the input video frame. The HSI effect deconstructs the
source video frame, which we may divide into three channels (hue, saturation, and intensity) using
the coordinates β(x,y). The red, green, and blue channels are represented by βr (x, y), βg (x, y), and
βb (x, y), respectively, are normalized by dividing them by the sum of the three channels. The final HSI
transformation is then calculated using the following equations:

Y1 = 1
2

{(
βr (x, y) − βg (x, y)

) + βr (x, y) − βb (x, y)
}

(1)

g1 = (
βr (x, y) − βg (x, y)

2
)

, g2 = βr (x, y) − βb (x, y) × (
βg (x, y) − βb (x, y)

)
(2)

Y2 = √
g1 + g2 (3)

φ = cos−1

(
Y1

Y2 + eps

)
(4)

The hue channel is then calculated as follows:

βH (x, y) = cos−1

(
Y1√
Y2

)
(5)

Fig. 2 represents the HSI of the input image. The hue, saturation, and intensity channels are dis-
played as grayscale images, showing the original image’s color information, vividness, and brightness.
The figure highlights the importance of considering different color channels for image processing and
analysis. It highlights each channel’s key features and emphasizes the HSI representation’s significance
in image analysis.
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Figure 2: Hue-Saturation-Intensity (HSI) representation of the original image

3.1.2 Gaussian Filter

The Gaussian filter is a widely used image-processing technique in computer vision applications
for smoothing or blurring images [19–24]. It is based on the Gaussian function, a bell-shaped curve
that weights pixels in an image. To pre-process our image data in our study, we used the Gaussian filter
in conjunction with the HSI transformation. We applied the Gaussian filter to each channel separately
after performing the HSI transformation, which divides the original image into hue, saturation, and
intensity channels. This lets us remove noise and high-frequency material from photos while retaining
edges and other critical elements. Furthermore, because of the low-pass character of the filter, the
Gaussian filter can be used to lessen the amount of aliasing in an image.

The Gaussian filter can be represented by Eq. (6):

G (x, y) = 1
2πσ 2

e−(x2+y2)
2σ2 (6)

where G(x, y) is the Gaussian filter, e is Euler’s number, and σ is the standard deviation of the Gaussian
function. The standard deviation determines the spread of the Gaussian function and directly controls
the amount of smoothing or blurring applied to the image. Gaussian filtering results are shown in
Fig. 3.

Figure 3: Gaussian filtering applied, which highlights the improved contrast and reduced noise,
(a) show hug, (b) show kick, and (c) shake_hand

We have used this filter because it is a simple and effective technique for reducing image noise and
preserving important features. It is crucial for accurately recognizing human activities in our research.
By applying it separately to each channel after HSI, we can improve the performance of our image-
based human interaction recognition method.
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3.2 Silhouette Extraction

Silhouette extraction is crucial to object recognition, tracking, and segmentation in computer
vision. Statistic-based silhouette extraction is durable and accurate. The Gaussian-Mixture-Model,
Expectation-Maximization Algorithm, K-Means Clustering, Mean-Shift, and Spectral Clustering are
used for image segmentation, object recognition, and data analysis [25–28]. These models use statistical
data to get insights and perform various tasks.

In this work, we suggest using the Gaussian Mixture Model (GMM) to extract silhouettes. Our
method performs thresholding and inverse thresholding on the image to produce a binary mask. After
applying the mask, the GMM pulls out the silhouette from the image. The resulting silhouette is a
two-dimensional binary image, with the foreground pixels denoting the subject and the background
pixels indicating the background. The output is represented by a silhouette superimposed on top of
the original color image on a black backdrop. The results are displayed in Fig. 4, demonstrating the
accuracy and efficiency with which our method achieves silhouette extraction.

p (x) =
∑k

i=1
wiφ (x; μi, Σi) (7)

Eq. (7), in GMM where p (x) is the probability density function, wi is the weight of the ith Gaussian
component, φ is the Gaussian distribution function, k is the number of Gaussian components, μi is
the mean vector, and Σi is the covariance matrix.

Figure 4: Silhouette extraction using a statistical method, (a) show hug, (b) show kick, and
(c) shake_hand

The algorithm extracts an object’s silhouette from an input image. It converts the image to
grayscale, applies a GMM background subtractor, and thresholds the foreground mask. The mask
becomes inverted to produce a binary picture if the mean value exceeds a certain threshold. The
silhouette is shown on a black backdrop, with the original image overlaid with the silhouette.

Algorithm 1: Silhouette extraction using statistical method (GMM)
Input: Images
Output: A silhouette image on a black background and the original image with a silhouette overlay;
begin

1. I = read_input_image()
2. I_gray = convert_to_grayscale(I)
3. GMM = initialize_gmm_background_subtractor()
4. while True:
5. M_t = GMM.apply(I_gray)

(Continued)
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Algorithm 1 (continued)
6. μ_t = mean(M_t), Compute the mean value of the foreground mask
7. if μ_t > T:
8. B_t = threshold(M_t, T, 255, THRESH_BINARY)
9. B_t_inv = bitwise_not(B_t)
10. S_t = bitwise_and(I, I, mask=B_t_inv)
11. show_image_on_black_background(S_t)
12. show_original_image_with_silhouette(I, S_t)
13. else:
14. Continue
15. end if
16. Return

3.3 Feature Extraction

Despite its ubiquity and effectiveness, the FAST algorithm still has certain shortcomings. One
of the key limitations of the FAST algorithm is its sensitivity to noise and complexity in images.
The combined usage of the FAST and ORB extractors for features is well recognized as an excellent
method for imagining feature extraction. The FAST feature detector has been recognized for its great
computational speed and repeatability, but the ORB descriptor is known for its resistance to scale
and rotation changes. Combining these two strategies yields a robust feature extraction strategy that
can handle many tough conditions. Using FAST and ORB, the approach can encapsulate high-speed
computing and resistance to diverse transformations. Furthermore, utilizing ORB descriptors can
assist in reducing the number of false matches in the matching stage, enhancing accuracy and efficiency.

3.3.1 Features from Accelerated Segment Test (FAST)

The FAST Algorithm is a popular technique for detecting and extracting key characteristics
from digital images. Many computer vision applications, such as object recognition, tracking, and
registration, rely on feature detection. Extracting features from images accurately and effectively is
critical in many computer vision systems. Feature detection algorithms generally seek out identifiable
and recurrent structures in photos. These keypoint structures define distinct points in the image that
can be used to identify and track things across multiple frames or images.

FAST algorithm works by comparing a pixel intensity value with the values of its surrounding
pixels in a circular pattern. If a certain number of contiguous pixels have intensities that are either
higher or lower than the central pixel, then the central pixel is marked as a corner. First, the algorithm
calculates the difference between the intensities of the pixel at the center and its surrounding pixels,
with a radius of 3 pixels:

di = I{pi} − I{pc} (8)

where pc is the center pixel and pi are the surrounding pixels.

Next, the algorithm selects a threshold value T , and a pixel pc is considered a corner if there exist n
contiguous pixels in the circle around pc whose intensities are all greater than I{pc}+TorlessthanI{pc}−T :

C = pc, |, ∃, n, pc with I{pi} > I{pc} + T or I{pi} < I{pc} − T (9)
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Finally, to speed up the algorithm, the threshold value T is calculated as a fraction k of the
maximum intensity range:

T = k · maxp∈I IP − minp∈I IP (10)

where I is the image and k is a defined constant.

The results presented in Fig. 5 were obtained after extracting features from the images using FAST.
The detected features were then used for subsequent analysis and evaluation.

Figure 5: Features extraction using FAST, (a) show hug, (b) show kick, and (c) shake_hand

3.3.2 Oriented FAST and Rotated BRIEF

This study employed the FAST and ORB algorithm for feature extraction in the BIT Interaction
and UT-Interaction dataset, which focuses on human-human interactions. ORB combines the features
of the FAST keypoint detector and the ORB descriptor resulting in an efficient algorithm suitable for
real-time applications. The algorithm first detects key points in the image using the FAST algorithm,
which selects the points with a large difference in intensity for each neighboring pixel. Then it computes
the orientation of each keypoint using the intensity distribution around it. Finally, the ORB descriptor
is calculated for each keypoint. This binary string encodes the relative intensities of the pixel pairs
around the keypoint. The resulting descriptors are robust to scale rotation and illumination changes,
making them suitable for human-human interaction recognition.

Our experiments using the BIT Interaction dataset demonstrated the ORB algorithm’s effective-
ness in recognizing various human-human interactions. The ORB features were extracted from the
images and used to train a machine-learning model, which achieved an accuracy of over 93%. And
94.6 using Ut-Interaction. The speed and accuracy of ORB make it an ideal feature extraction method
for real-time applications such as human-human interaction recognition in video surveillance systems.

Computing the intensity centroid:

xc =
∑

x,y I (x, y) x∑
x,y I (x, y)

, yc =
∑

x,y I (x, y) y∑
x,y I (x, y)

(11)

Computing the oriented ORB descriptor:

f{d,i} = 1 & if I(pi) < I(pj) 0 & otherwise (12)

where pi and pj are pairs of points sampled from a circular region around the keypoint, and d denotes
the descriptor index.



1566 CMC, 2023, vol.77, no.2

Computing the Hamming distance between two ORB descriptors:

dH (f1, f2) =
N∑

i=1

(
f1,i ⊕ f2,i

)
(13)

where N is the number of elements in the ORB descriptor, ⊕ denotes the bitwise XOR operation and
f1,i and f2,i are the ith elements of the two descriptors being compared.

These equations are used in various stages of the ORB algorithm, such as keypoint detection
descriptor computation and feature matching; results are also shown in Fig. 6.

Figure 6: Features extraction using ORB (a) show hug, (b) show kick, and (c) shake_hand

3.4 Feature Fusion and Discrimination

In recent years feature extraction has become integral to many computer vision applications,
including object recognition, image matching, and scene reconstruction. One of the main challenges in
feature extraction is achieving high accuracy and robustness, which requires a combination of multiple
feature descriptors. In this paper, we explore the concept of feature fusion and discrimination for
improving the performance of the BIT and UT interaction datasets. We extracted features using FAST
and ORB feature detectors and saved them into a csv file. The next step is to fuse these features to
create a more comprehensive dataset representation. To achieve this, we will explore several fusion
methods, including feature concatenation, feature averaging, and feature weighting. Once the fused
feature representation is obtained, we will use QDA to discriminate between different classes in the
BIT interaction dataset. This approach can help overcome the limitations of using a single feature
descriptor, improving performance and accuracy in computer vision tasks. Our experimental results
demonstrate that the proposed feature fusion and discrimination approach outperforms the individual
feature descriptors regarding discrimination accuracy, robustness, and speed.

Quadratic Discriminant Analysis (QDA) formula:

f (x) = −1
2

(x − μ)
T
Σ−1 (x − μ) − 1

2
log |Σ| + log P (Y = k) (14)

In this formula, f(x) is the discriminant function that predicts the class of an observation x μ is
the mean vector of the features Σ is the covariance matrix of the features |Σ| denotes the determinant
of Σ and P (Y = k) is the prior probability of class k.
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Weighted feature fusion formula:

Ffuse =
∑n

i=1
wiFi (15)

In this formula, Ffuse is the fused feature representation Fi are the individual feature descriptors wi

are the weights assigned to each feature descriptor and n is the total number of feature descriptors.

Feature discrimination formula:

dij =
(
μij − μik

)
√

1
2

(
σ2

ij + σ2
ik

) (16)

where dij is the discriminant value of feature i for classes j and k, μij is the mean of feature i in class
j, μik is the mean of feature i in class k and σ2

ij and σ2
ik are the variances of feature i in classes j and k,

respectively. Fig. 7 represent features fusion and discrimination result using QDA.

Figure 7: Features fusion and discrimination result using QDA

3.5 Hidden Markov Models

Hidden Markov Models (HMMs) are a class of probabilistic graphical models that capture
the underlying dynamics of a system with hidden (unobservable) states [19–21]. These models have
been widely used in speech recognition, natural language processing, bioinformatics and finance
applications. In this research, we employ an HMM to model the hidden states and transitions of an
8-class dataset.

The following components define an HMM and also represent using Fig. 8:

A set of N hidden states, S = {s1, s2, . . . , sN}.
A set of M observable states, O = {o1, o2, . . . , oM}.
Transition probabilities between hidden states, A = {

a{ij}
}
, where a{ij} = P

(
s{j}|s{i}

)
.

Emission probabilities of observable states given hidden states, B = {
b{j}(k)

}
, where b{j}(k) = P

(
ok|sj

)
.

Initial state probabilities, π = {πi}, where πi = P (si).
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The HMM can be represented as a tuple λ = (A, B, π) .

Figure 8: A simple illustration of a Hidden Markov Model. The circles represent hidden and observable
states, while the arrows show the possible transitions between states

There are various methods to estimate the HMM parameters, including Maximum Likelihood
Estimation (MLE) and the Expectation-Maximization (EM) algorithm, also known as the Baum-
Welch algorithm. The MLE of the initial state probabilities π can be computed as:

πi = γ1 (i) , (17)

where γ1 (i) is the probability of being in state i at time 1, given the observations.

The MLE of the transition probabilities A can be computed as:

aij =
∑T−1

t=1 ξt (i, j)∑T−1

t=1 γt (i)
, (18)

where ξt (i, j) is the joint probability of being in states i and j at times t and t+1, respectively, given the
observations, and γt (i) is the probability of being in state i at time t given the observations.

The MLE of the emission probabilities B can be computed as:

bj (k) =
∑T

t=1 γt (j) 1ot=k∑T

t=1 γt (j)
, (19)

where 1ot=k is an indicator function that is equal to 1 if ot = k and 0 otherwise.

Maximum Likelihood Estimation (MLE) of HMM parameters involves finding the parameters
that maximize the likelihood of observing the given sequence of observations O. The likelihood of the
observations can be expressed as:

P (O|λ) =
∑

S
P (O, S|λ) , (20)

where λ = (A, B, π) is the set of HMM parameters, and S is the set of possible hidden state sequences.
The sum is taken over all possible state sequences that could have generated the observed sequence.
Computing this sum directly is infeasible for large state spaces, but it can be solved efficiently using
the Forward-Backward algorithm.

4 Experimental Analysis and Results

This study uses Hidden Markov Models (HMMs) as a classifier to analyze our proposed
approach’s performance. The experimental process was conducted with great attention to detail,
and the numerical results were thoroughly analyzed. Our approach was evaluated using various
measures such as precision, recall, F1-score, and support, which were all calculated to understand the
classifier’s performance comprehensively. The results showed that our HMM-based approach achieved
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an impressive accuracy of 93%, demonstrating the potential of our proposed method for real-world
applications.

4.1 BIT/UT Interaction Dataset

BIT/UT [27] interaction dataset was used in this work. Additionally, our proposed solution was
implemented in Visual Studio Code, and We took a dataset of human interaction frames and extracted
features. The dataset was randomly divided into training and testing sets, with a 70% training size and
a 30% testing size. We employed numerous measures to evaluate the performance of our suggested
technique, including precision, recall, and F1-score, and we also provided support for each class
in the dataset. BIT contains video recordings of human interactions from eight different classes:
shake_hands, hug, kick, pat, push, hifi, bend, and box. The dataset is of exceptional quality with a
resolution of 640 × 480 pixels and a total size of 4.4 GB. The videos were shot with a high-quality
camera, showing various people engaging in natural interactions. The dataset was pre-processed to
find out essential features for our HMM-based classifier. The resulting dataset was then used to test
how well our proposed method worked.

4.2 Performance Measures

The result section provides an in-depth review of the recognition results generated with our sug-
gested HMM-based technique. HMMs are a sort of probabilistic model that has been widely employed
in pattern recognition and speech recognition tasks. HMMs represent a series of observations as
hidden states that are not immediately observable but may be deduced from the observations. We used
HMMs as a classifier in our suggested strategy to recognize human interactions based on a sequence
of retrieved features. The HMMs were trained on the BIT/UT interaction dataset to classify new
instances. HMMs have several advantages, including the capacity to simulate temporal dependencies
and the flexibility to handle variable sequence lengths. These characteristics make HMMs well-
suited for recognizing human interactions, which frequently entail complicated and diverse movement
sequences. Our results show the efficacy and resilience of our recommended approach for detecting
HHI in real-world contexts.

We tested our approach on the BIT interaction dataset, which performed admirably, achieving
93% accuracy overall. Support in machine learning refers to the number of occurrences in each dataset
class. In Table 1 of our study, the “Support” column reflects the number of cases from each class
utilized to train and evaluate our suggested approach. High recognition rates (F1-scores between 0.83)
and reliability (F1-scores between 0.99) were attained using our method across all eight interaction
classes. Specifically, our approach achieved a high recognition rate for Shake_hands (0.90), hug (1.00),
kick (0.96), pat (1.00), push (0.90), hifi (0.92), bend (0.82), and box (0.88) interactions.

Fig. 9 shows the classification results from our HMM-based approach to recognizing human
interactions. The matrix is essential for evaluating and improving classifiers. The confusion matrix
shows that our method correctly classified most interaction types with only a few exceptions. Our
method for identifying human interactions in real-world environments works well and is resilient.
Table 2 represents a comparison of HIR accuracy using different techniques shown below.
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Table 1: Performance measures of proposed HMM-based approach for recognizing human interac-
tions

HIR-BIT-interaction HIR-UT-interaction

HIR Precision Recall F1-score Support HIR-UT Precision Recall F1-score Support

SH 0.88 0.90 0.89 1601 SH 1.00 0.91 0.95 23
Hug 0.99 1.00 0.99 2904 Punch 0.92 0.94 0.93 127
Kick 0.96 0.96 0.96 1469 Kick 0.94 0.97 0.96 79
Pat 0.99 1.00 0.99 1976 Push 0.98 0.98 0.98 84
Push 0.87 0.90 0.89 1611 Point 0.97 0.93 0.95 134
Box 0.91 0.88 0.89 1949 Hug 0.95 0.96 0.95 72
Hifi 0.94 0.92 0.93 1004 - – – – –
Bend 0.85 0.82 0.83 890 – – – – –
Means 0.92 0.93 0.92 1675.5 Means 0.96 0.94 0.95 86.5

Figure 9: Confusion, matrix of a proposed HMM-based approach for recognizing human interactions
(a) displays BIT-Interaction results, while (b) displays UT-Interaction results

Table 2: Comparison of human interaction recognition accuracy using different techniques on the
selected dataset

Techniques SH Hug Kick Pat Punch Hifi Bend Box #Itration–
time (s)

Detection
rate (%)

CNN [23] 0.85 0.84 0.88 0.81 0.85 0.79 0.91 0.81 _ 84.63
White stag model [29] 0.84 0.82 0.96 0.84 0.92 0.92 0.84 0.86 15–(22.5) 87.50
Two-stream [28] 0.87 1.00 1.00 0.75 0.81 0.87 1.00 0.93 _ 90.63
Co-LSTM [30] 0.92 0.94 0.88 0.90 0.94 0.92 1.00 0.90 _ 92.88
Proposed 0.90 1.00 0.96 1.00 0.90 0.92 0.82 0.88 15–(18.5) 93.00
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5 Conclusion

This study presents a novel HMM-based method for recognizing human image interactions.
This method has a high accuracy of 93% when applied to a dataset of human activities in BIT-
Interaction and 94.6 using Ut-Interaction. The suggested approach includes several crucial phases:
frame improvement and extraction, silhouette extraction, feature extraction, feature fusion and
discrimination, and classification using HMM. Our method is also computationally effective, making
it appropriate for real-time edge device applications. This study contributes to the expanding field of
computer vision and pattern recognition and has real-world applications in biometrics, surveillance,
and human-computer interaction. Future improvements can be made by incorporating deep learning
techniques such as CNNs and RNNs for feature extraction and classification. Testing the proposed
method on larger datasets and in more complex environments can also assess its generalizability and
effectiveness.
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