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ABSTRACT

Vehicular Ad-hoc Networks (VANETS) are mobile ad-hoc networks that use vehicles as nodes to create a wireless
network. Whereas VANETs offer many advantages over traditional transportation networks, ensuring security
in VANETs remains a significant challenge due to the potential for malicious attacks. This study addresses the
critical issue of security in VANETs by introducing an intelligent Intrusion Detection System (IDS) that merges
Machine Learning (ML)-based attack detection with Explainable AI (XAI) explanations. This study ML pipeline
involves utilizing correlation-based feature selection followed by a Random Forest (RF) classifier that achieves a
classification accuracy of 100% for the binary classification task of identifying normal and malicious traffic. An
innovative aspect of this study is the incorporation of XAI methodologies, specifically the Local Interpretable
Model-agnostic Explanations (LIME) and SHapley Additive exPlanations (SHAP). In addition, this research
also considered key features identified by mutual information-based feature selection for the task at hand. The
major findings from this study reveal that the XAI-based intrusion detection methods offer distinct insights into
feature importance. Key features identified by mutual information, LIME, and SHAP predominantly relate to
Transmission Control Protocol (TCP), Hypertext Transfer Protocol (HTTP), Domain Name System (DNS), and
Message Queuing Telemetry Transport (MQTT) protocols, highlighting their significance in distinguishing normal
and malicious network activity. This XAI approach equips cybersecurity experts with a robust means of identifying
and understanding VANET malicious activities, forming a foundation for more effective security countermeasures.
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1 Introduction

Vehicular Ad-hoc Network (VANET) is a type of intelligent transport system that allows vehicles
to communicate wirelessly with each other. VANETs have many applications, including improving
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traffic safety and providing real-time traffic information. For example, VANETs can detect and warn
drivers of potential hazards, such as accidents or roadblocks. VANETSs can also offer entertainment
services such as streaming music and videos. Fig. | depicts the communication architecture.

Figure 1: VANETs communication architecture

VANETs are vulnerable to malicious attacks, such as spoofing, content poisoning [!], and
jamming, that can compromise user privacy and network availability. Therefore, VANETs must be
designed to protect user privacy as they collect and transmit sensitive data. Intrusion Detection
Systems (IDS) can be used to detect and prevent such attacks in VANETs [2]. However, IDS faces
several challenges in this context, including the high mobility of vehicles, which can cause significant
changes in network topology. Machine Learning (ML) based IDS, which can learn from previous
network traffic patterns and adapt to changing network conditions, can help to overcome these
challenges.

This paper focuses on developing an ML-based IDS for VANETSs. The proposed method uses
Local Interpretable Model-agnostic Explanation (LIME) and SHapley Additive exPlanations (SHAP)
toolkits to provide interpretability to the model, which can help cyber security experts understand
the factors contributing to the predictions from the IDS. Random Forest (RF) classifiers are chosen
for their capability to handle high-dimensional data, interpret feature importance, and robustness
against overfitting. Although Deep Learning (DL) models have their merits, their complexity, resource
requirements, and the need for extensive training data is a challenge in VANET environments. The
proposed system can detect and prevent various attacks, including Denial of Services/Distributed
Denial of Services (DoS/DDoS) attacks, which can compromise network availability. The main
contributions of this study are as follows:

e This study proposes an ML-based IDS framework for identifying an attack and non-attack
traffic in the VANET environment. This research evaluates the framework using various ML
models and classification metrics such as accuracy, precision, recall, and F1-score.

e This study investigates the correlation between features in terms of Pearson’s correlation
coefficient and leverages this measure to remove highly correlated features, thus implementing
feature selection. The unnecessary features that do not contribute to information regarding
intrusion are removed from the Edge Industrial Information of Things (IIoT) dataset.
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e LIME and SHAP methods are used to analyze the interpretability of the IDS and justify its
reliability, trustworthiness, and understandability for the Random Forest classifier.

By explaining their decisions, ML-based IDS systems can build trust between cyber security
analysts and the system. Analysts can understand how the system works and why it makes certain
decisions, increasing confidence in the system’s effectiveness.

This paper implemented two pioneering explainable methods, i.e., LIME and SHAP, along with
a Random Forest classifier model, which enables accurate detection (100% accuracy) and provides
understanding and explainability of this model. The pipeline allows cybersecurity experts to integrate
advanced ML methods to secure VANETS:.

The remainder of this paper is organized as follows: Section 2 introduces the background and
literature on the recent development in cyber-attack detection methods. It details the implemented
model’s workflow, architecture, and parameter settings. The next step introduces the dataset, the
associated proposed method, and the concept of Explainable Artificial Intelligence (XAI) in Section 3.
Section 4 evaluates the developed model’s performance for attack classification. This paper presented
the explanations from the model using a model dashboard deployed from the task. Section 5 describes
the observations of the results. Finally, Section 6 concludes the paper with ideas for future work.

2 Related Work

This research study focuses on developing an IDS for VANETs using ML, with a particular
emphasis on the adversarial resilience of IDS and the dependability of XAI. Over the past decade,
numerous IDS systems have been suggested to prevent harmful attacks on VANETs. ML-based
IDS has shown remarkable capability in terms of classification performance for detecting malicious
attacks [2]. However, using black-box models, which provide predictions without clear explanations,
can introduce ambiguity, complexity, and challenges in interpretation. Without understanding the
reasoning behind the IDS predictions, incorrect assessments may leave the system susceptible to
malicious attacks. It is essential for the sake of reliable IDS that ML models provide transparent and
explainable decisions.

Several IDS systems have been proposed in the past decade to prevent the network from harmful
attacks [3]. In a previous study, the NSL-KDD dataset and a Deep Neural Network (DNN)-based
ML model were used to detect network intrusions. Five distinct XAI frameworks were deployed to
illustrate the trained model’s behavior [4]. However, the framework did not use any explanation to
validate the accuracy of the projected results.

In another study, several ML models were employed to classify and predict chronic kidney disease,
including RF classifier, Logistic Regression (LR), K-Nearest Neighbor (KNN), XGBoost, Gaussian
Naive Bayes (GNB), and Decision Tree (DT) [5]. They used KDE plots to visualize and investigate
the association between various characteristics.

In [6], LIME and SHAP explainable methods were used to emphasize the feature importance for
various ML models. However, these XAI methods did not explain or analyze why certain features
contribute more to an ML model than others. Moreover, the statistical data provided by these
methodologies can be confusing and unclear. Similarly, in [7], the authors employed Kernel Density
Estimation (KDE) plots to visualize the distribution of the “class” feature to explain the Al-based
IDS, with SHAP as an XAI method. The work described in [§] used a customized SHAP-based XAl
model to explain Al-based intrusion detection systems. Additionally, in [9], several XAl approaches
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were compared for IDS, focusing on the outcomes of XAI methods. That study proposed a way to
justify the results generated based on each feature’s KDE plot.

Most newly released datasets, such as those in [10-13], are network-based datasets that contain
packet level and flow level information or a combination of both to detect IoT network attacks.
However, they lack actual data from sensor readings. While these datasets can help detect network-
based attacks against IToT systems, they are inadequate for detecting sensor attacks that manipulate
sensory data or compromise IoT devices [14—16]. To fully evaluate data-driven IoT intrusion detection
solutions, there is an urgent need for datasets containing sensor reading data and various types of
attacks. In[17], Sun et al. proposed a deep learning-based Convolutional Neural Network-Long Short-
Term Memory (CNN-LSTM) with Attention Model (CLAM) for intrusion detection for identifying
Controller Area Networks (CAN) attacks. The proposed model uses the bit flip rate to extract
continuous signal boundaries in the 64-bit CAN data to achieve an Fl1-score of 95.10%. However,
the proposed method is complex and less accurate as compared to the proposed work.

On the other hand, Liu et al. [18] proposed a Privacy-Preserving Trust Management (PPTM)
scheme for Emergency Message Dissemination in Space-Air-Ground-Integrated Vehicular Networks
(SAGIVNSs). Their method simultaneously achieves precise trust management and strong conditional
privacy preservation with low communication overhead. The scheme also provides strong applicability,
robustness, and other attractive features. The exhaustive theoretical analysis and simulation evaluation
show that the proposed scheme is significantly superior to existing techniques in several aspects.
However, the current method is based on static pre-configured reputation scores, where nodes are
deemed reputed once they achieve a threshold value. Due to the dynamic reputation change in a
network, the proposed method lacks granularity, which may result in unfairness.

Moreover, Guo et al. [19] proposed a context-awareness trust management model to evaluate
the trustworthiness of messages received by vehicles, which allows them to adjust the evaluation
strategy in different driving scenarios. The model is based on reinforcement learning and considers
available related information to determine the trust evaluation result of an evaluation request. The
main limitation of the proposed model includes the need for a large amount of data to train the
reinforcement learning model. However, regardless of the proportion of malicious nodes, adaptive
schemes to different driving schemes with negligible time overhead. Authors in [20] proposed a trust-
based system using federated learning in mobile networks. This work evaluates the trust of a node using
different parameters. This study combines a user’s local (direct) trust value with their recommended
(indirect) trust value to determine their ultimate trust level. The proposed research estimates the trust
level of users in a federated learning system in a fine-grained manner. The model, however, ignores
the model’s complexity and only presents an idealized scenario, skipping over the difficulties and
complexities of real-world deployment. Table 1 presents a concise overview of the literature review
with limitations.

Table 1 illustrates that these models are not created with several Internet of Vehicles (IoV) and
other attacks. Most of the datasets were old and unable to detect several cyber-attacks. In addition, the
related works specifically focused on improving classification performance rather than interpretability
and explainability to improve the confidence of user decisions and did not use the feature selection
method. Further, there is less accuracy obtained as compared to the proposed work. Moreover,
certain authors have experimented with DNN to enhance IDS performance, even though these models
demand substantial computational resources and time.
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Table 1: Summary of literature review
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Dataset Application Models Attack types

Limitations

NSL KDD 99 [21] Computer network ~ GNB, RF, Real-time DoS, probing,
intrusion detection Recurrent Learning  privilege escalation

system (RTRL), Multilayer
Perceptron (MLP)
and Support Vector
Machine (SVM)
CICIDS 2017 [23] IDS dataset with Local Outlayer DoS, DDoS,
common updated Factor (LOF), heartbleed,
attacks Principle Component infiltration,
Analysis (PCA) Structured Query
Language (SQL)
injection, SSH brute
force
N-BaloT 2018 [25] Built using 9 IoT SVM, LOF, and RF DoS, Man In The
devices for legitimate Middle (MITM),
traffic and two host/port scan, Mirai
botnets for 10 attack
types
Bot-1oT 2019 [27] Built from IoT SVM, Long DoS, probing,

legitimate trafficas ~ Short-term Memory information theft
well as malicious (LSTM), and
traffic generated by ~ Recurrent Neural

botnets on Networks (RNN)
IoT-specific
networks

MQTT-10T-1IDS Four attack scenarios MLP, RF, DT, Scan, password

2020 [29] on a simulated Gradient Booster cracking
network with 12 (GB), GNB and
Sensors Neural Networks

(NN)

X-IIoTID 2021 [31]  Consists of DT, GNB, SVM, DoS, Man In The
device-agnostic data KNN LR, DNN and Middle (MITM),
used in the context of Gated Recurrent host/port scan,
ML/DL-based IDS  Unit (GRU) Mirai, password
for both IoT and cracking

IIoT systems

Does not
represent modern
low-footprint

attack scenarios
27]

Many redundant
records and
high-class
unbalance [24]

Small-scale data
collection using
two home devices
(speaker and
camera) as
victims [26]

Odd composition
of normal traffic
simulated from
software [28]

Simple brute
force-mannered
attacks included
in the attack
scenarios [30]
Using federated
learning is
essential in
different
situations within
IoT/IIoT
environments to
address privacy,
network, and
storage issues [32]

(Continued)
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Table 1 (continued)

Dataset Application Models Attack types Limitations

Edge I1oT [33] Cyber security SVM, KNN & DNN DoS, password The server
dataset of IoT & cracking, MITM, ort becomes
IToT applications, scan, Mirai, inaccessible to
based on realistic Structured Query normal traffic.
testbed, for Language (SQL) Server unavailable
evaluating ML-based to legitimate
IDS request [31]

To the knowledge, different from traditional related work as mentioned above, the proposed
research uses the explainability technique in the VANET environment, which can build trust between
analysts and the system. It enhances the system’s applicability and robustness. This research has
presented the IDS model based on the explainability technique LIME and SHAP with improved
accuracy.

3 Materials and Methods

VANETs are the wireless network that facilitates communication between vehicles and between
vehicles and roadside units. Due to their unique characteristics, VANETSs require specific security
measures to mitigate various attacks that can significantly impact their performance, such as DoS
attacks [34] that introduce unlawful traffic to halt legitimate traffic and the need to ensure information
is delivered to drivers without any modification. Real-time detection and secure transmission of
emergency messages are crucial to prevent such attacks. Attacks can take the form of malicious code
that exploits vulnerabilities in the network.

3.1 Types of Attacks

DoS Attack: Denial-of-service attack exhausts the network system resources, such as bandwidth
and memory, which leads to a slowdown in information propagation. Due to their heterogeneity, DoS
attacks are a significant threat to VANETS. Here, the exchange of information is rapid, but DoS attacks
can cause delays due to network congestion. Therefore, it is essential to protect the network against
such attacks. An IDS that leverages ML can detect DoS attacks in VANET. Leveraging the proposed
network intrusion detection system that uses explanations generated by the LIME, SHAP, and RF
classifier to detect malicious network traffic intrusion and enhance model interpretability. One can
categorize the attacks by describing their types in Fig. 2.

Information-gathering Attack: The initial step attackers take is to gather information about the
target system. This process, known as an information-gathering attack, involves obtaining details
about open ports and services on the targeted nodes. The types of attacks in this category include
port scanning, vulnerability scanning, and operating system fingerprinting (OS-FP).

MITM: In this attack, the attacker intercepts the communication channel between two nodes and
can modify the transmitted data. Two common types of MITM attacks are Domain Name System
(DNS) and Address Resolution Protocol (ARP) attacks.
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ICMP: Flooding the echo request to target so the network become inaccessible for
normal traffic due to overwhelms the network

HTTP: attack and affect on application layer, it is difficult to detect because of
imitate like a human behavior.

DoS

UDP:The system becomes nonresponsive due to higher amount of UDP packets are
received over time.

TCP:All ports occupied by the transmission of large amount of SYN packets so ports
become unavailable for normal users

Port Scanning:Before the execution of attack determine exploitable host in the
network efficiently and usually attack through open ports.

Vulnerability Scanning:Attacker attempt to discover the entry points in the network by
the scanning external and internal vulnerabilities in the network

Information Gathering

OS-FP:attack on operating system’'s vulnerabilities experts can map remote
networks efficiently and effectively

Attacks DNS Spoofing:capturing and spoofing the DNS ID and DNS cache poisoning, so the
node will be unable to communicate due to capturing and falsie information

[

Man in the Middle

ARP Spoofing:Sending the false ARP packets to target to Intercept the network so
the normal nodes become unable to communicate with other nodes

Uploding attack:Attacker upload the malicious data to obtained administrative
privileges so can control the normal data

SQL Injection: The attacker can access the database by the injecting SQL query it
causes damage the safety application

Injection Attack

X8S:Injecting the malicious script by using the scripting language so the sensitive
information may access unlawful user

Ransomware:Attack on user's packet/data and attacker ask for demand to restore
the normal data.

Malware Attack Backdoor:Attack for controlling the network by install the malicious application

Password Cracking:Obtain unauthorized access to network thorough successive
attempts of password until the right one is found

Figure 2: Taxonomy of cyber-attacks in Edge-IIoT dataset

Injection Attack: In 10T applications, injection attacks involve the injection of malicious data or
attempts to execute such data. Attackers can modify normal data and manipulate telemetry data after
obtaining control commands in the network system. SQL and Cross-Site Scripting (XSS) are two
common types of injection attacks.

Malware Attack: These attacks involve the attacker gaining access to the control system and
stealing or modifying data. This category includes ransom attacks, backdoor attacks, and password-
cracking attacks.

3.2 Intrusion Detection System

The IDS has gained increased attention due to its efficiency in detecting DoS attacks. In VANETS,
the IDS is critical in detecting and monitoring network traffic, as malicious nodes can flood the



3192 CMC, 2023, vol.77, no.3

network with a large volume of information. The IDS can be integrated into the VANET system
to monitor suspicious activity between vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I), and
infrastructure-to-infrastructure (I2I) communications. The intrusion detection approach can ensure
reliable network security and protect against unauthorized access to the network, which can disrupt the
functionality of the network. In the past, IDS methods have not been applied in practical deployments
due to the lack of explanation provided to cybersecurity experts to aid them in optimizing their
decisions by the IDS models’ assessments. In fact, alleviating this limitation served as the motivation
for current work.

Therefore, this study proposes an ML-based IDS system that can explain why it makes certain
decisions, making the detection process transparent and understandable to human analysts. This
approach allows analysts to understand why a specific alert was triggered and make informed decisions
about how to respond to the attack. By providing interpretable models, this approach enhances the
trust and reliability of the IDS, which is crucial in the context of VANETs. The IDS is one of the
potential applications for ML in VANETs. IDS can be organized as signature-based, anomaly-based,
and rule-based, as shown in Fig. 3.

Machine learning for vehicular adhoc
network intelligent syetem

v

Machine learning for
vehicular communcation
security

Intrusion
detection
system

| | !

Signature Anomaly
S basad Rule based

Figure 3: Context of IDS for vehicular network security

Signature-based: This method is suitable for detecting known attacks but is ineffective for
detecting new attacks that are not pre-defined. Also known as misuse detection, signature-based
detection involves comparing observed data with attack patterns learned from training data to detect
attacks.

Anomaly-based: This method effectively detects new attacks, but obtaining a complete description
of normal behavior can be difficult, leading to false alarms. In anomaly-based detection, attacks are
identified by comparing observed data with normal patterns learned from training data.

Rule-based: This method defines rules or criteria that network traffic must meet to be considered
normal. Any traffic not meeting these criteria is flagged as suspicious and alerted to the network
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administrator. Rule-based detection can be effective in detecting known attacks and can be customized
to meet the specific security needs of the network.

3.3 Proposed Method

The process flow diagram for the proposed approach is defined in Fig. 4. A dataset, Edge-
I1oT, is used for training and evaluation of the IDS. Data preprocessing is used to clean, scale, and
encode various features in the dataset to a standard format acceptable by the RF classifier. The RF
classifier, an ensemble ML algorithm, differentiates between normal and attack traffic classes. Model
explanation techniques are employed to interpret the RF classifier’s decisions and identify important
features so the explanations and predictions to users clearly and understandably, ensuring effective
communication of insights for informed decision-making. Each element of the proposed framework
is discussed in the following subsections to understand the solution comprehensively.

Data RF Model Result
Preprocessing Classifier Explaination undestandable

Dataset

—

1010111 %
001011 N
101111%

Figure 4: Comprehensive framework for RF classification with model explanation and interpretation

3.4 Dataset

The Edge-1IoT dataset can be accessed from the IEEE data port [35]. The dataset contains
20,952,648 records, including normal records and attacks of 11,223,940 and 9,728,708, respec-
tively. The fourteen attacks have different number of records, i.e., DDoS-ICMP~(2914354), DDoS-
Hypertext Transfer Protocol (HTTP)~(229022), DDoS-UDP~(3201626), DDoS-Transmission Con-
trol Protocol (TCP)~(2020120), Port Scanning attack~(1053385), vulnerability scanner attack~(1458
69), fingerprint attack~(1001), MITM~(1229), uploading attack~(37634), SQL-Injection attack~(51
203), XSS attack~(15915), ransomware~attack~(10925), backdoor attack~(24862), and password
attack~(1053385). Further, the label distribution of the dataset is described in Table 2. This study
formalizes a binary classification problem such that there is a normal “non-attack” class and an
“attack” class that consists of a uniform sample of records from each of the 14 attacks. While it is
acknowledged that the Edge-1IoT dataset was initially designed for IIoT environments rather than
VANETs, there are shared similarities and common aspects that make it relevant to this research. For
example, both VANETs and I1oT environments share characteristics such as the requirement for secure
communication, the presence of wireless networks, and the potential for malicious attacks. Therefore,
the rationale for utilizing the Edge-IIoT dataset in this research is that it serves as the starting point
and proof of concept for assessing the efficacy of the proposed IDS in a real-world context.

3.5 Data Preprocessing

As reflected in Fig. 5, the data preprocessing includes various steps such as data cleaning, data
preparation, and feature selection.
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Table 2: Summary of dataset records for each class

Label Number of records
Normal 1363998
DDoS-UDP 121567
DDoS-ICMP 67939
SQL-Injection attack 50826
DDoS-TCP 50062
Vulnerability attack 50026
Password attack 49933
DDoS-HTTP 48544
Uploading attack 36807
Backdoor attack 24026
Port Scanning 19977
XSS attack 15066
Ransomware attack 9689
Fingerprint attack 853
Man-in-the-Middle 358
Data Data Feature
Cleaning Prepration Selection

Figure 5: Data processing for model training

3.5.1 Dataset Cleaning

Dataset Cleaning is essential to any M L-based Artificial Intelligence (AI) system. The preprocess-
ing steps are summarized as follows:

1.
2.

(98]

The rows with duplication and missing data are dropped.

The next step is to featurization of categorical variables. The one-hot encoding is used
for features such as: http.request.method, http.referer, http.request.version, dns.qry.name.len,
mgqtt.conack.flags, mqtt.protoname, and mqtt.topic.

In this step, the same values for records (rows) of the dataset were removed.

Drop features such as metadata, time stamps, and port addresses are irrelevant to the
classification task. Moreover, following Ferrag et al. [33], the following features were removed:
frame.time, ip.src host, ip.dst_host, arp.src.proto_ipv4, arp.dst.proto_ipv4, http.file_data,
http.request.full_uri, tcp.srcport, tep.dstport, icmp.transmit_timestamp, http.request.uri.query,
tep.options, tep.payload, tep.srcport, tep.dstport, udp.port, mqtt.msg, icmp.unused, http.tls_po
rt, dns.qry.type, and mqtt.msg_decoded_as.
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3.5.2 Dataset Preparation

To create a balanced dataset for classification between normal and malicious traffic, 358 instances
were selected from each category of the attack class through a random sampling process, albeit with
a fixed seed. This study chose 358 as the desired instances because the MITM class only contains 358
instances in the entire dataset. By maintaining an equal number of instances from each attack class,
this research ensured the stratification of the train/test data. As a result, for the 14 other malicious
classes, there are a total of 14 % 358 = 5012 instances. This study also selected 5012 instances from
the normal class through random sampling. It resulted in a balanced dataset with a total of 10,024
instances. The label distribution of this stratified dataset is presented in the form of a bar plot and a
pie chart in Fig. 6.

Label Counts Label Distributions
Mormal

5000

4000 S

3000
8
=
=3
8 3.6% 3.6%

DDo5_UDP MITM
3.6% 3.6%
2000 3.6% 3.6%
DDoS_ICMP . ) Fingerprinting
3.6% 3.6%
3.6% 3.6%
5QL_injection 3.6%; gory gy 3-6% Ransomware
1000
DDoS_TCP %55
Vulnerability_scanner Port_Scanning
Password Backdoor
i) DDoS_HTTP Uploading

q
x55
MITM

Mormal
DDoS_UDP
DDoS_ICMP
SQL_injection
DDoS_TCP
Password
DDaS_HTTR
Uploading
Backdoor
Ransomware
Fingerprinting

Port_Scannin

Vulnerabllity_scanner

Labels

Figure 6: Overview of label distribution in a dataset using bar plot and pie chart

3.5.3 Feature Selection

This study performed feature selection by removing highly correlated features. Specifically, the
computation of the correlation matrix to identify features with an absolute correlation value greater
than 0.9 and remove them. Fig. 7 shows the binarized correlation matrix where features with a
correlation of 0.9 or more are represented by binary 1. It is observed that several features with
a correlation factor of 90% or more potentially affect LIME and SHAP models’ computational
complexity and interpretability. Therefore, these highly correlated features were removed from the
feature matrix. The feature selection based on inter-feature correlation was performed and did not use
any labels to avoid introducing bias into the system. Doing so ensures that the IDS model can detect
attacks accurately and robustly.
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Figure 7: Correlation heatmap after feature selection

Feature Importance through Mutual Information Metric: As part of the preliminary feature impor-
tance analysis, we utilized the mutual_info_regression function from the Scikit-learn toolkit to identify
features with a high mutual information value against the binary labels of normal and malicious traffic.
Mutual information measures the dependence between two variables and is commonly used in feature
selection to identify the relevance of a feature to the target variable. Using the regression model, the
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mutual_info_regression function estimates the mutual information between each feature and the target
variable.

This work determined the mutual information between features and the class label for the
development partition to understand which features are deemed important by this algorithm. To
this end, the results of this step are illustrated in Fig. 8. It was noted that the top-5 features are
dns.gry.name.len-0, tcp.ack, tcp.seq, and tep.flags. The top feature is dns.qry.name.len-0 with mutual
information score of 0.684388, indicating that it provides the most information about network
intrusion detection. The feature represents the length of the domain name in the DNS query. Other
important features include the TCP acknowledgment number, the TCP sequence number, and the TCP
payload length. These features can help identify various types of suspicious activity, such as phishing
attempts, data injection, session hijacking, data exfiltration, and malware propagation.

Mutual Information Scores
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Figure 8: Mapping mutual information scores for model performance

3.6 Classification

An RF classifier is utilized for the classification of normal and malicious traffic. The RF is a
supervised learning method in which multiple decision trees, known as weak learners, work together
to generate a strong learner [36]. The RF approach generates each tree using bootstrap randomized
resampling to prevent overfitting the training dataset. To make a classification, the algorithm obtains
the prediction results from each tree, builds a voting mechanism, and then takes a vote among the
classifiers. Before training the classifier, the dataset was divided into training and testing partitions
with a 60% and 40% ratio, respectively. It was ensured that both partitions were created stratified and
balanced. This study did not perform feature scaling on the feature matrices for the training and testing
partitions, as this step can obfuscate the features, which is undesirable since the aim is to investigate
the explainability of features. For the RF classifier, 50 estimators with a maximum depth of 5 were
used while keeping the other hyperparameters as default. These settings were chosen as they provide
excellent performance for the classification task, resulting in 100% accuracy in differentiating between
normal and malicious traffic. This validates the choice of hyperparameters. The classification metrics
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are summarized in Table 3. RF is well-suited for tabular data because it can handle high-dimensional
feature spaces, effectively capture complicated relationships between features, and handle imbalanced
datasets.

Table 3: Classification report for performance evaluation

Class Precision Recall F1-score Accuracy
Normal 1.00 1.00 1.00 1.00
Malicious 1.00 1.00 1.00 1.00

3.7 Model Explanation with LIME and SHAP

LIME and SHAP are two popular toolkits used for interpreting ML models. In the following
sections, the method is briefly described.

3.7.1 LIME

LIME is a model-agnostic method that can interpret any black-box model, explaining individual
predictions [37]. It generates random sample data around a specific input instance. It creates new
predictions based on the weights of the generated instances, allowing for a better understanding of
how the model arrived at its prediction. LIME provides a local interpretation of the model, making
it easier for cybersecurity experts to understand the rationale behind each prediction. The Python
package for the LIME toolkit [38] for the task is used.

3.7.2 SHapley Additive exPlanations

SHAP provides both local and global explanations for ML models. SHAP calculates the con-
tribution of each feature to the model’s prediction, allowing users to understand the factors that
influenced the model’s outcome [39]. It utilizes SHapley values from game theory to measure each
feature’s marginal contribution to the model’s overall outcome. SHAP is compatible with many ML
and Al models, making it a versatile toolkit for model interpretation. The Python package for the
SHAP toolkit [40] for the task is used.

3.7.3 Similarities and Differences between SHAP and LIME

Although both methods offer approaches to XAlI, there are certain similarities and differences
between the two algorithms. Regarding similarities, both SHAP and LIME generate explanations for
individual predictions and can be used to interpret any ML model. They generate local explanations,
focusing on individual predictions rather than the entire model [41]. Another similarity is that both
methods aim to increase the transparency and interpretability of ML models.

Whereas SHAP and LIME generate local explanations for ML models, they differ in calculating
feature contributions. SHAP calculates the contribution of each feature to the model’s prediction
using SHapley values based on an approach derived from Game Theory where the objective is to
assign credit in a fair way to each feature based on its impact on the overall outcome. On the other
hand, LIME generates local explanations by training an interpretable model on perturbed samples
generated by perturbing the original data. It should be mentioned here that LIME’s approach is less
computationally intensive than SHAP and more suitable for large datasets. SHAP uses SHapley values
from game theory [42], while LIME uses a local interpretable model trained on perturbed samples.
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3.7.4 Interpretability

This section focuses on strategies for interpretability that can be applied to any black-box model.
LIME and SHAP are black-box models’ most prominent interpretability strategies [43]. The workflow
for explanation Al is depicted in Fig. 9. The workflow begins with attack detection, after which data
such as network traffic and application activity are collected and processed. Next, features that reflect
important qualities are extracted and fed to AI models for training. After the models are trained, test
samples are analyzed, and decisions are made. Self-interpretable models provide the user with clear
choices and explanations, whereas black-box models require explanations from explanation models
to satisfy users seeking the detection task. These strategies are particularly relevant to cybersecurity,
although the specifics may vary depending on the task.

Figure 9: Importance of explanations in model interpretation

4 Results
4.1 Model Interpretability Using LIME

Since the dataset is tabular, this study utilized the Lime Tabular Explainer from the LIME Python
toolkit for model interpretability. The training partition was used as the training dataset for the tabular
explainer, and a fixed random state parameter for the reproducibility of results was used. Figs. 10 and
11 illustrate LIME-based XAI when the instances belong to the “Normal” and “Malicious” classes,
respectively. Based on the provided LIME values, one can see that certain features have higher weights
for the “Normal” and “Malicious” classes, which indicate the contribution of each feature towards the
predicted class.

For the “Normal” class, it is noted that dns.qry.name.len-0, http.request.version-0, http.request.me
thod-0, mgqtt.hdrflags, http.request.method-POST, tcp.connection.rst, http.request.method-GET,
http.referer-0, and dns.qry.name.len-2.debian.pool.ntp.org are important features. These features
suggest that normal traffic in VANETs is characterized by short DNS query names, low HTTP
request versions and methods, and MQTT header flags. LIME also suggests that HTTP requests
with the POST method and TCP connections that are not reset are more likely to be classified as
normal traffic.

On the other hand, for the “Malicious” class, it was noted that the features that positively con-
tribute to the prediction include: dns.qry.name.len-0, http.request.version-0, http.request.method-0,
mqtt.hdrflags, http.referer-0, dns.retransmission, icmp.seq_le, and dns.qry.name.len-2.debian.pool.ntp
.org. These features suggest that attacks in VANETS are characterized by DNS queries with no name
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or very short names, high HTTP request versions and methods, and the absence of MQTT header
flags. Additionally, retransmitted DNS queries and ICMP sequence numbers that are less than or
equal to 0 are more likely to be classified as malicious. Overall, it was noted from experiments from
LIME-based XAI that LIME values provide interesting insights into how the ML model is making
its predictions for intrusion detection in VANETSs. These insights can be used to improve the model’s
effectiveness and reliability and identify potential threats.
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Figure 10: Analyzing LIME graph of normal class interpretability
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Figure 11: Analyzing LIME graph of malicious class interpretability

4.2 Model Interpretability Using SHAP

This research used the SHAP Tree Explainer to explain the trained RF classification model. This
study explained the test partition features using SHAP. The SHAP summary plot is used. The SHAP
summary plot provides an intuitive and visual way to understand how a ML model makes predictions
based on different features for each data point. By understanding the important features and the
direction and magnitude of their impact, it can gain insights into how the model works and identify
improvement areas. The vertical axis shows the features, with the most important feature at the top
and the least important feature at the bottom. The horizontal values show the SHAP value of each
feature, indicating how much that feature contributes to the prediction for each data point. Positive
values indicate that the feature increases the prediction, while negative values indicate that the feature
decreases the prediction. The length of the bar indicates the magnitude and direction of the feature’s
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effect on the model’s output. Additionally, red and blue indicate the increased and decreased SHAP
values, respectively. Fig. 12 shows the summary plot results from the normal class’s perspective. The
graph shows that the feature dns.qrt.name.len-0 has the greatest impact on the prediction. The graphs
suggest positive SHAP values, indicating higher dns.qrt.name values.len-0 feature is associated with
positive predictions for normal class. While the bottom feature http.content_length has a negative
impact on the prediction, as shown by their negative SHAP values.

High
dns.gry.name.len-0 G ol IP -

http.request.version-0 s 4
tep.flags Gans *
http.request.method-0 - d
tcp.seq b.
tcp.checksum Io-+
maqtt.hdrflags I L]
tcp.len -—0-'

tcp.ack +’ @

tcp.connection.rst l--' _g

http.referer-0 ¢-I E::'

&

maqtt.len

-&-

tcp.connection.syn

icmp.seq_le
tcp.ack_raw

icmp.checksum

=T <t

http.request.method-GET -

maqtt.conack.flags-0x00000000

tcp.connection.synack

L=t

http.content_length -

' ' ' Low
-0.2 0.0 0.2
SHAP value (impact on model output)

Figure 12: Comprehensive guide to SHAP summary plot for the normal point of view

Fig. 13 displays the results of the summary plot from the perspective of the malicious class. It
is important to note that both summary plot graphs provide complementary information. The first
graph provides information from the point of view of the normal class, whereas this graph provides
information from the point of view of the malicious class.

The graph indicates that the feature “dns.qrt.name.len-0" is the most important feature for
the classification task since it has the largest impact. The graph suggests that a smaller value
of “dns.qrt.name.len-0” results in a larger SHAP value for the malicious class, meaning that a
smaller value of this feature indicates the malicious class. This observation is exactly opposite to the
observation from the previous graph and is in line with the understanding of SHAP.
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Figure 13: Comprehensive guide to SHAP summary plot for malicious point of view

Both Figs. 12 and 13 provide complementary information, and it is worth combining them into
a single graph to identify the features that have the largest impact. It can be achieved by plotting the
summary plot with absolute SHAP values, as shown in Fig. 14. The x-axis displays the average impact
(mean absolute SHAP value) on the decision-making of a particular sample for a specific feature. It is
observed how much a specific feature can change the model’s prediction (compared to the prediction
of the feature value at some baseline). The y-axis displays the feature’s importance globally according
to their presentation in the entire training set.

Fig. 14 shows that the feature “dns.qry.name.len-0" is the most powerful in differentiating between
attack and normal data, compared to other given features.

Fig. 14 illustrates the absolute average SHAP score results for the top 20 features. Certain features
have a large impact on the model’s performance. The feature “dns.qry.name.len-0” has the highest
SHAP score of 0.258173, indicating that it has the most significant impact on network intrusion
detection. It is reminded that this feature represents the length of the domain name in the DNS query,
and based on the SHAP score, one can surmise that a longer domain name may indicate suspicious
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activity, such as a phishing attempt or malware communication. The feature “http.request.version-
0” has a SHAP score of 0.055773, indicating a moderate impact on network intrusion detection.
The feature represents the version of the HTTP request, which can be used to identify outdated or
vulnerable software that attackers may target. Finally, the third most informative feature is “tcp.flags”
with a SHAP score of 0.040036. This feature represents the TCP flags used in network traffic, which
can be used to identify suspicious activity such as port scanning or denial-of-service attacks.
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Figure 14: Visual guide for SHAP value using absolute plot

The force plot shows the contribution of each feature to the prediction for a specific instance
or observation. The horizontal bar represents the feature’s contribution to the model’s prediction.
The length of the bar represents the magnitude and direction of the feature’s impact, and the colour
represents the feature’s value for that instance. Red indicates a contribution in favour of the correct
decision, whereas blue indicates a contribution against the correct decision. Figs. 15 and 16 provide
illustrations of “force plots” from the perspectives of normal and attack classes, respectively.

Figs. 15 and 16 present a SHAP force plot-based explanation of an RF classifier for intrusion

detection in VANETSs. The input sample used for the force plot belonged to the “Attack” class and
was correctly identified as such by the classifier. As with summary plots, force plots can be viewed
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from both perspectives, i.e., “Normal” and “Malicious” classes, and we will provide descriptions from
both points of view.
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Figure 15: Illustration of a forced plot from the perspective of the “Normal” class for an input sample
with a true class label of “Malicious”
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Figure 16: Illustration of a forced plot from the perspective of the “malicious” class for an input sample
with a true class label of “malicious”

From Fig. 15, which shows the perspective of the “Normal” class, it can be observed that features
such as http.request.version supports the hypothesis that the input sample belongs to the normal
class, while the features dns.qry.name.len-0 and tcp.connect.rst support the opposite, indicating that
the input sample belongs to the “Malicious” class. The supporting force is shown in red, while the
opposing force is shown in blue. However, since the opposing force for the “Malicious” class (blue
colour) is greater, it can be concluded that the input sample belongs to the “Malicious” class rather
than the “Normal” class.

Fig. 16 provides the force plot from the perspective of the “Malicious” class. The observa-
tions from this plot are identical to those in Fig. 15. For example, here dns.qry.name.len-0 and
tcp.connect.rst features support the prediction of the input sample belonging to the “Malicious” class,
while http.request features to support the opposite. However, the supporting force of the features is
greater than the opposing force, leading to the classifier’s decision towards the “Malicious” class, which
is the correct class.

The SHAP force plot provides a detailed breakdown of the contribution of individual features to
the classifier’s prediction and helps understand the reasoning behind the classification decision. The
force plot can assist in identifying the most important features for intrusion detection in VANETSs,
allowing for improved accuracy and interpretability of the model.

5 Discussion

So far, this study has examined using three distinct tools for XAl-based intrusion detection in
VANETs. The observations reveal that these three approaches—mutual information, SHAP values,
and LIME values—provide different viewpoints on feature importance. This section analyzes the top
five features identified by each method and aims to present a comprehensive overview of the outcomes.
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The list of these features can be found in Table 4, and it is worth noting that there is an overlap between
the three methods.

Table 4: Top 5 features yielded from mutual information, LIME, and SHAP

Mutual information LIME SHAP
dns.qry.name.len-0 dns.qry.name.len-0 dns.qry.name.len-0
tcp.ack http.request.version-0 http.request.version-0
tcp.seq http.request.method-0 tep.flags

tep.len mgqtt.hdrflags http.request.method-0
tep.flags http.request.method-POST tcp.seq

Mutual information measures the degree of information shared between the feature and the
target variable. This study used it to identify features that contribute significantly through mutual
information to differentiate between normal and malicious network activity. As shown in Table 4,
these features are mostly related to the TCP protocol that attackers often use to exploit vulnerabilities
or perform attacks on networks. On the other hand, LIME provides a local explanation of the model’s
predictions by approximating it with an interpretable model. The identified features include a combi-
nation of DNS, HTTP, and MQTT protocol attributes. The presence of mqtt.hdrflags suggests that the
MQTT protocol, commonly used in IoT devices, may also play a role in intrusion detection. Finally,
SHAP values offer insight into the impact of each feature on the model’s output. The identified features
are a mix of TCP-related and HTTP-related attributes, suggesting that both protocols are important
for intrusion detection. The presence of http.request.version-0 and http.request.method-0 indicates
the relevance of HTTP-specific features in identifying malicious activity. Based on Table 4, one can
note that the feature dns.qry.name.len-0 is consistently identified as an important feature across all
three methods, indicating the significance of DNS-related information for intrusion detection. Also,
features related to the TCP and HTTP protocols are prominent in all three methods, indicating
their importance in detecting malicious network activity. Moreover, the MQTT protocol attribute
appearing in the LIME values indicates the potential relevance of loT-related features in this context.
Overall, it is believed that it is essential to consider the features identified by different XAI methods to
understand their importance in intrusion detection, especially when the aim is to build an XAl model.
While some features consistently appear across all methods, others are unique to a specific approach.
Employing multiple methods can also improve model interpretability, confidence in the results, and
better-informed decisions when using the model for critical application results.

6 Conclusions and Future Work

This paper presented, discussed, and demonstrated that ML-based IDS systems could detect
malicious traffic data in VANET environments for a new comprehensive, realistic Edge-11oT dataset.
As V2V or vehicle-to-roadside unit (RSU) propagation of information becomes more prevalent, it is
critical to ensure the security of the data, making it essential to employ advanced Al-based techniques,
such as IDS systems. This research proposed an IDS capable of identifying threats from fourteen
types of malicious attacks in network traffic using the explanations generated through LIME-and
SHAP-based models to address this issue. Furthermore, this study utilized the mutual_info_regression
function to analyze and gain a deeper understanding of the importance of features in ML models.
This study also proposed a mechanism to remove redundant features from the dataset that can reduce
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computational complexity. Overall, this research exhibited 100% accurate results in differentiating
between attack and normal traffic. It suggests that integrating Al-explanation and ML-based systems
holds promise for developing more robust and reliable IDS. Moreover, this research achieved 100%
accurate results on adversarial samples and the test dataset.

For future work, it aimed to overcome the main limitation of the proposal by creating a unique
dataset specifically designed for VANETS containing various types of attacks. Currently, such a dataset
is not available, but this gap is identified during this research and includes the creation of this dataset
as a task to tackle in the future. In addition to the need for a customized dataset for VANETS, it
also understands the requirement for a more nuanced classification approach where the IDS identifies
an attack and the attack type. As an extension of current work, it is planned to explore multi-label
classification methods to classify different types of attacks. In addition, the existing work can be
enhanced by comparing the impact of mobility over static learning-based schemes. In future work,
a new dataset will be created that will include the effects of poor communication quality and report
the performance as a separate research publication at some point in the future. Moreover, this work
could be further expanded by exploiting other attacks, such as black hole attacks and Sybil attacks.
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