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ABSTRACT

The freshness of fruits is considered to be one of the essential characteristics for consumers in determining their
quality, flavor and nutritional value. The primary need for identifying rotten fruits is to ensure that only fresh
and high-quality fruits are sold to consumers. The impact of rotten fruits can foster harmful bacteria, molds and
other microorganisms that can cause food poisoning and other illnesses to the consumers. The overall purpose
of the study is to classify rotten fruits, which can affect the taste, texture, and appearance of other fresh fruits,
thereby reducing their shelf life. The agriculture and food industries are increasingly adopting computer vision
technology to detect rotten fruits and forecast their shelf life. Hence, this research work mainly focuses on the
Convolutional Neural Network’s (CNN) deep learning model, which helps in the classification of rotten fruits. The
proposed methodology involves real-time analysis of a dataset of various types of fruits, including apples, bananas,
oranges, papayas and guavas. Similarly, machine learning models such as Gaussian Naïve Bayes (GNB) and random
forest are used to predict the fruit’s shelf life. The results obtained from the various pre-trained models for rotten
fruit detection are analysed based on an accuracy score to determine the best model. In comparison to other pre-
trained models, the visual geometry group16 (VGG16) obtained a higher accuracy score of 95%. Likewise, the
random forest model delivers a better accuracy score of 88% when compared with GNB in forecasting the fruit’s
shelf life. By developing an accurate classification model, only fresh and safe fruits reach consumers, reducing the
risks associated with contaminated produce. Thereby, the proposed approach will have a significant impact on the
food industry for efficient fruit distribution and also benefit customers to purchase fresh fruits.
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1 Introduction

Globally, agriculture e plays an important part in the frugality analysis as it is considered to
be the backbone of the profitable system for developing countries. Over 70 percent of the pastoral
homes depend on husbandry. It contributes about 17% to the total gross domestic product (GDP)
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and employs around 58% of the population. The share of husbandry in GDP increased to 19.9% in
2020–21 from 17.8% in 2019–20 according to the global analysis. At the moment, people substantially
depend on fruits and vegetables for a healthy life. To increase the life expectancy of humans, it is
crucial to mitigate the risk of food-borne illnesses. Therefore, separating spoiled produce from fresh
ones is imperative to guarantee their safety. The quality discovery of the fruits has become a veritably
important task in the husbandry assiduity. High-quality fruits are more likely to have a desirable taste
and flavor, which can encourage people to consume more fruits and make healthy eating habits more
sustainable. Fresh fruits also have a longer shelf life, which can reduce waste and save money for
consumers and retailers. Ensuring high-quality fruits benefits both producers and consumers, making
it an important consideration for anyone involved in the production or sale of fruits. Identifying
rotten fruits is important for health and safety, quality assurance, economic reasons, sustainability, and
consumer satisfaction. The rotten fruits may end up spoiling the fresh fruits which will overall cause
a great loss. Segregating rotten fruits manually is a time-consuming, labor-ferocious, less effective and
tiring process and thereby technology-driven process are required to meet the task. Implementing this
process helps the system to be cost-effective and will reduce the sweat of humans.

Along with relating rotten fruits, conserving them is also important. Knowing the shelf life is
important to assure the safety and quality of the fruit. Considering the shelf life of fruit, the period
in which the fruits are consumed with good quality Within the shelf life the fruits will remain safe
and retain the sensitive, chemical, physical and microbiological characteristics accordingly. The entire
analysis can be done from the perspective of computer vision which is an emerging field that empowers
a great aspect to comprehend visual data like images and videos. The agriculture and food industries
are increasingly adopting computer vision technology to elevate the safety and excellence of fruits and
vegetables. This involves detecting rotten produce and forecasting their shelf life. In this research work,
Section 2 discusses recent advancements and related work of the proposed method. Section 3 explains
the detailed methodology of the proposed approach. Section 4 provides results with a discussion and
Section 5 summarizes the proposed work.

2 Related Work

Computer vision techniques can be used to develop algorithms that analyze images of fruits to
detect signs of rotting or spoilage, such as discoloration, bruising, and mold growth. In computer
vision, the segmentation technique is a useful method to detect the quality of any fruits or vegetables.
Different segmentation techniques like marker-based segmentation, color-based segmentation and
edge detection have been discussed in [1,2] and are used in this work. By training computer vision
algorithms on large datasets of images of both fresh and rotten fruits, they can learn to recognize
the patterns and features associated with each category and accurately distinguish between them [3].
Additionally, computer vision can be used to analyze the color, texture, and shape of fruits to estimate
their ripeness and predict their shelf life. Computer vision technology can be integrated into existing
processing and sorting equipment, making it a cost-effective solution for identifying rotten fruits and
improving shelf life. Also, machine learning algorithm plays a major role in the fruit grading system. An
automatic detection of types of fruits and identification exhibits its quality using machine four machine
learning classifiers which are presented in [4] and it includes artificial neural network (ANN), k-nearest
neighbor (k-NN), sparse representative classifier (SRC) and support vector machine (SVM). Among
these, SVM achieves maximum accuracy of 98.48% in fruit detection and 95.72% in quality grading.
However, image classification is one of the tasks in which deep learning algorithms give us good results.
In deep learning algorithms, a sequence of neural network layers is utilized to process data, with each
layer producing a simplified version of the data that is been transmitted to the subsequent layer. It
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is all the rage these days because of its superiority in terms of accuracy. The role of deep learning
in fruit detection and classification was detailed in [5–7] suggesting that convolution neural networks
(CNN) proved exceptional performance by utilizing either new models or pre-trained transfer-learning
networks [8]. A computer vision-based technique using deep learning with a specially designed CNN
model was proposed [9] to detect fruit freshness from the public data taken from Kaggle. In reference
[10], the authors have proposed a CNN model that consists of convolution neural networks to check
whether the fruit is rotten or fresh. This model is implemented using Keras but it is designed to classify
only three types of fruits namely apples, oranges, and bananas. Similarly, in [11], the Enhanced UNet
(En-UNet) based deep learning approach is an improved version of UNet and is utilized to grade the
quality of the apple. Reference [12] gave a deep convolution neural network (DCNN) with an AlexNet
model-based classification method used to identify whether the fruits are fresh or rotten. Likewise,
in [13], an enhanced AlexNet architecture using a transfer learning-based CNN model is utilized to
segregate good and bad fruits of apples, oranges, and bananas. Although the aforementioned CNN
techniques have achieved good accuracy there is still a research scope to improve the performance by
analyzing activation, loss and pooling functions.

Determining the shelf-life of the fruits manually is challenging, expensive and time-consuming and
it may cause erroneous results due to human mistakes. Hence, advanced technology-based automated
intelligent systems are needed to predict the accurate shelf-life of the fruits. This can be achieved with
the help of the latest machine-learning techniques and deep-learning models. The shelf-life prediction
is done based on different parameters like temperature, ethylene exposure, humidity, moisture, etc.
References [14,15] used a non-destructive thermal imaging technique that uses temperature as the
parameter combined with a transfer learning approach to predict the shelf life. In reference [16],
an ANN and data fusion-based AI model was proposed to perform the classification based on the
shelf life of the apple fruit. A 72% accuracy in the segregation of fruits based on their freshness is
implemented using spectroscopy and ensemble machine learning approaches in the work referred
to in [17]. A multiple non-linear regression (MNLR) model was proposed in [18] which relates the
temperature and maximum shelf life of fruits. Among various deep learning models, CNN was
considered to be one of the efficient models in image classification with good accuracy as mentioned in
works [19,20]. In reference [21], CNN based approach is used to carry out the fruit grading by analyzing
fruit texture, color, and size. Similarly, the freshness of the fruits is determined by analyzing various
parameters related to fruits using CNN [22]. The proposed novel CNN approach is compared with the
classic CNN model using transfer learning for the identification of various ripping states of banana,
and the results show that the proposed CNN model outperformed with 96.14% validation accuracy
[23] as mentioned in this work. Moreover, considering the work mentioned in [24], a comparative
analysis is made on faster Region-based Convolutional Neural Networks (R-CNN) and you only
live once(YOLO) models to predict the shelf life of bananas. One of the major limitations found in
the existing literature related to determining the shelf life of fruits are less accurate and designed
for one specific fruit. Therefore, there is a larger research scope to propose a unified deep learning
model to improve the prediction accuracy of the shelf life of the fruits for different fruit types. This
proposed work provides a CNN model and comparison between different pre-trained models after
integrating with the built CNN model that helps in the identification task of rotten fruits. It also
provides a comparison of different machine learning models that help in the identification of shelf
life by considering hue as the parameter [25]. For the rotten fruit discovery, five types of fruits are
considered namely, apples, bananas, oranges, papayas and guava. The dataset comprises 10 categories,
where each fruit is categorized as either fresh or rotten. The key contribution of this research work is
listed below.
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• Developed a CNN-based deep learning model using VGG architecture for accurate fruit
classification, utilizing a dataset comprising various fruit types, including apples, bananas,
oranges, papayas, and guavas also classifying them as rotten or fresh.

• In addition to classification, the research contribution made for accurate prediction of fruit shelf
life for bananas using a random forest model by analyzing their color parameters, specifically
the hue value.

• The major uniqueness of this work is that it proposes a unified deep learning model to improve
the prediction accuracy of shelf-life fruits for different fruit types when compared to the existing
research, which examines only determining the shelf life of one fruit type.

3 Proposed Methodology

In this work, the methodology is a framework for detecting spoiled fruits and estimating their
shelf life through computer vision techniques. CNN has demonstrated significant success in image
recognition tasks and has been applied to accurately distinguish between fresh and rotten fruits. These
deep learning techniques involve analysis with image recognition tasks at an accurate level using this
process. For further analysis of this work, implementation and comparison analysis with different deep
learning models are done for exhibiting the methodology with real-time data set collected. Shelf-life
detection in fruits is very important in the present agricultural needs as the fruit maturity with the
environment analysis is required to understand the quality level of fruits and vegetables in the market
value. In this work, shelf-life detection of fruits is frame worked with the analysis of deep learning
models to give more understanding towards the improved analysis efficiently.

3.1 Convolutional Neural Network Architecture

Machine Learning encompasses deep learning which employs artificial neural networks modeled
after the structure and functions of the human brain. The main aspect is the way it mimics the aspect
of the human brain of imbibing knowledge in this pattern. It imitates the way the human brain gains
a certain type of knowledge. Deep Learning is a powerful tool as it can analyze huge amounts of data
in a more efficient way [26]. CNN belongs to the family of ANN in deep learning and specializes
in recognizing and classifying images or objects by implementing convolution operations. A CNN
is made of 4 layers, namely, convolutional, rectified linear unit (ReLU), pooling and fully connected
layer. The convolutional layer is a core structure block of CNN where the majority of calculation
occurs. To function effectively, it needs only a few key components, namely input data, a filter, and a
feature map. It also has a feature detector which is usually known as a kernel or a filter. The filter size
is typically taken as 3 ∗ 3. After every convolution performance, CNN applies a ReLU conversion to
the feature map that gives a non-linearity to the model. In the pooling layer, the number of parameters
of the inputs is reduced and therefore it is also known as down-sampling the input. This layer helps to
reduce complexity, increases the efficiency and limits the chance of over-fitting of the model. At the end
of a CNN architecture, the fully connected layer takes the outputs from the preceding layers, flattens
them, and produces a unified vector that can be used as the input for the subsequent stage. Different
dropout techniques help in a larger aspect to enhance computational efficiency. Fig. 1 exhibits the
complete architecture of CNN with the different stages of analysis.

3.2 Proposed Model for Image Classification

In this work, a CNN model is built for the categorization of rotten and fresh fruits. Fig. 2 exhibits
the proposed model for image classification. In this work, the required model which is involved for the
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image classification consists of three convolutional layers which exhibit the initial layer which holds 32
convolution filters sized at 3 ∗ 3. This model also involves the ReLU activation function, which restricts
the activation of all neurons simultaneously with the network analysis by a threshold limit. As in this
model, negative input is considered the ReLU function converts it to zero, thereby preventing the
corresponding neurons from activation for the input parameters given in the process of classification
of fruits at a major level. In this process as in the main network, only a small number of neurons gets
activated which makes the computation of the neural network very straightforward for better analysis
of the framework of the images taken from the real-time dataset. The input images considered from
the real-time data set involve a dimension of 150 ∗ 150 ∗ 3. As in the image dimensions involved in the
classification with the neural network, there are convolution layers done efficiently.

Figure 1: CNN architecture

Figure 2: Proposed CNN model

The first convolution layer consists of 32 filters with a kernel size of 3 ∗ 3. The large kernel size is
not found to be cost efficient which prefers the structure of a smaller kernel size for this neural network
where the number of parameters are limited which finally helps to limit the number of unrelated
features for the network involved in the methodology. The next step in the process is with the output
of the entire neural network involved. Each convolutional layer is directed to the max pooling later
where the involvement of pooling size is 2 ∗ 2. Generally max polling layer is involved in minimizing
the number of learning parameters which are involved mainly to improvise the computation of speed
of the network involved which is also called down-sampling. At the final output, a dropout of 0.2 is
added to every structure of a convolution layer created, the addition of this layer involves reducing the
overfitting of the model. Avoiding overfitting in the model helps in the larger aspect of the dataset
to train the model very effectively with more accuracy. In the CNN model, there are second and
third convolutional layers that exhibit the filters of 64 and 128, respectively. There is a feature map
of the final structure which is produced by the third convolutional layer with a flattened structure
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by using a flattened layer. There is found to be the dense layer in the model which is found to be a
fully connected layer. The entire model showcasing the different layers for more accuracy is compiled
with the Adam optimizer and this shows a loss function for better accuracy parameters in the network
which are used in the layer as binary cross–entropy. As in this proposed methodology, deep learning
techniques are involved to utilize the neural networks with multiple layers to identify and understand
complex patterns and relationships in data. Deep neural networks consist of interconnected nodes or
“neurons” arranged in multiple layers, with each layer processing input data and passing the output
to the next layer. This gradual transformation of input data leads to a more abstract and sophisticated
representation that is used for prediction or classification. Deep learning has demonstrated remarkable
performance in a diverse range of applications such as computer vision, natural language processing,
speech recognition, and autonomous driving. In this work, to understand the processing data set with
real-time analysis, a CNN model is developed and incorporated with pre-trained models, such as
VGG16 and InceptionV3 to improve its accuracy and performance.

3.3 Proposed Method for Shelf-Life Detection

The proposed work involves determining the shelf life of fruits which are found to be crucial in
ensuring the quality and safety for consumption. Consuming fruits that have exceeded their shelf life
may result in food poisoning and other health-related concerns on a larger aspect. The shelf life of a
fruit refers to the duration for which it can remain edible. This work aims to identify the shelf life of
fruits using hue value as the determining parameter. In this work, the testing process is done based
on the real-time dataset of the collected images of the banana fruits from a garden in the eastern
Godavari district. Further analysis of the shelf-life detection, can be done by computing for any fruits
that change their color evidently during the ripening process of the fruits at this stage. For this real-
time analysis in this work, the process of capturing the banana fruits is to overlook each fruit and
its important features. An accurate prediction has been generated about the shelf life with the real-
time dataset of banana fruits using machine learning algorithms. The segregation of fruits is based
on shelf life which involves more advantages of the process like transportation being more effective,
and reducing large amounts of wastage and cost which helps in the agricultural domain and farmers
at a larger aspect. In addition to this, the sugar content is predicted by the color of the fruit. In this
analysis of work, bananas were ripe at a hue value of around 23 to 24 bananas. From this process,
the hue values are calculated based on the real-time analysis. In this process, the work involves 60
bananas and a picture of a banana was taken for a particular time. The analysis is based on the ripe
category involved for each fruit where 60 bananas from the farm were collected. From this process,
the set of bananas indicates that it is not fit for consumption and has reached the end of its life. This
analysis has chosen color to be the criteria for identification of its shelf life. Once the fruit is ripe the
shops/supermarkets will not accept the fruits as it will cause them a loss. As all the images collected are
in the Red, Green, and Blue (RGB), the format is changed to be hue, saturation, and intensity (HSI)
format. The conversion is found to be easier to associate the colors with their HSI values than with
their RGB values. Once the hue values are recorded for all the bananas on different days then the model
classifies the bananas into a corresponding day analysis using its hue value. Finally, to understand the
shelf life of the bananas the difference between the ripe day and the predicted day of the banana is
done. The dataset images recorded for the ripening process of a single banana are shown in Fig. 3.
This learning process has given more insights into the present world as organizations seek to derive
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insights from the vast amounts of data they generate [27,28]. The mathematical analysis involved for
the RGB to HSI conversion involves the following function as mentioned in formula (1).

θ = cos−1

{
1/2 [(R − G) + (R − B)[

(R − G)
2 + (R − B) (G − B)

]1/2

}
(1)

Day-1 Day-2 Day-3 Day-4 Day-5

Figure 3: Real-time day1 to day5 images of a single banana (left to right)

This modeling has been used extensively to optimize the chain process by predicting the process of
the fruits that reach the end of their shelf life and thereby there is a reduction of waste in this process.
Fig. 4 gives the analysis of the conversion for this process. It can also be used to help identify the
optimal storage conditions for different types of fruit, helping to ensure that they remain fresh for as
long as possible. For the shelf-life prediction of a fruit using hue value as the key parameter machine
learning models are applied namely, Gaussian Naive Bayes and Random Forest.

Figure 4: RGB to HSI conversion

4 Results and Discussions

The underlying section elaborates on the pre-trained models that were integrated with the CNN
model to enhance its accuracy and performance for the detection of rotten fruits. The results achieved
with the various CNN models are discussed in this section. It also explains the machine learning models
used for the identification of the shelf life of fruits. The results and analysis of proposed and pre-trained
models are explained below.
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4.1 Basic CNN Model

The CNN model proposed in this study comprises several layers, including a convolutional layer,
activation layer, pooling layer, dropout layer, flatten layer, fully connected layer, and output layer.
Three convolutional layers were constructed using different convolution filters with a size of 3 ∗ 3.
The input image used for training the model was of size 150 ∗ 150 ∗ 3. Additionally, a max pooling
layer was implemented with a pool size of 2 ∗ 2. Finally, a dropout, flatten and dense layer were added
and the model was compiled to give the results implemented. The accuracy score achieved with this
model was 86.6% as shown in Fig. 5.

Figure 5: Accuracy and loss plot for the proposed model

4.2 VGG16

VGG16 is a convolutional neural network architecture for image classification. The model’s
architecture is made up of a total of 16 layers, with 13 of them being convolutional layers and
the remaining 3 being fully connected layers. In addition, the model has over 138 million trainable
parameters. VGG16 architecture is characterized by the basis of the uniformity and simplicity process.
It has all the convolutional layers by using a 3 ∗ 3 filter size with a stride of 1 and this creates a max
polling layer with a 2 ∗ 2 window and also with a stride of 2 approximately in this process. This results
in a very deep network that can learn increasingly complex features at different levels of abstraction.
This model gave an accuracy score of 95% as shown in Fig. 6.

4.3 Inception V3

Inception V3 is a type of convolutional neural network design specifically intended for recognizing
and categorizing images by utilizing complex convolutional algorithms. The key innovation of
Inception V3 is the use of a factorization approach, which aims to reduce the computational cost
of convolutional layers without affecting performance. To enhance the image recognition abilities,
Inception V3 adopts a technique of replacing certain large convolutional filters with smaller ones,
coupled with the use of 1 ∗ 1 convolutions to decrease the feature maps’ complexity before applying
larger filters. In addition to this parameter, Inception V3 incorporates other design elements like
batch normalization and regularisation to optimize its performance. The accuracy of this model was
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measured to be 94% as shown in Fig. 7. Comparison of various deep learning models is given in
Table 1.

Figure 6: Accuracy and loss plot for VGG16

Figure 7: Accuracy and loss plot for Inception V3

Table 1: Comparison of various deep learning models

Model Accuracy score Loss value

Basic CNN 86.6% 26.4%
VGG16 95% 13.5%
Inception V3 94% 14.9%

The predicted rotten fruits result is shown in Fig. 8.
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Predict: Rotten Fruit (95.21%) Predict: Rotten Fruit (83.77%) Predict: Rotten Fruit (99.65%)

Figure 8: Prediction of rotten fruits

4.4 Gaussian Naïve Bayes

The results and analysis of machine learning models are explained with different comparison
models. Gaussian Naïve Bayes (GNB) is considered a major classification algorithm that leverages
probability theory. It relies on Bayes’s theorem, which establishes that the likelihood of a hypothesis,
such as the class of observation, given a set of evidence or features, is directly proportional to the
probability of the evidence conditioned on the hypothesis, multiplied by the prior probability of the
hypothesis. To predict a new observation, GNB calculates the posterior probability of each class given
the observation’s features using the Bayes theorem and then selects the class with the highest prob
ability as the predicted class. This algorithm recorded an accuracy score of 86.6% as shown in Tables 2
and 3.

Table 2: Confusion matrix

10 1 0 0 0
0 12 4 0 0
0 0 6 3 0
0 0 0 18 1
0 0 0 1 19

Table 3: Confusion metrics for GNB

Precision Recall Specificity

Day 1 0.90 0.98 0.96
Day 2 0.75 0.92 0.98
Day 3 0.66 0.60 0.93
Day 4 0.94 0.81 0.92
Day 5 0.95 0.95 0.97

Accuracy 0.866

4.5 Random Forest

The random forest is a machine learning algorithm that is involved in handling classification
and regression tasks which are based on ensemble-based methods that actively combine with various
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decision trees. These trees are mainly built by using randomly selected subset sections of the required
training data and the features involved in the process. Essentially, random forests create a huge number
of decision trees and each tree is trained based on the unique process of a random subset of the
required features involved along with the training data and this improves a larger way the overall
performance of the process involved. During training, each tree is built by recursively partitioning the
feature space into regions, where each region corresponds to a leaf node in the tree. The splits are
made by selecting the feature that best separates the data based on some criterion, such as the Gini
index or the information gain. During prediction, the random forest combines the predictions of all
the individual trees to exhibit the required final level of prediction. This algorithm after the training
process records an accuracy score of 88% as shown in Tables 4 and 5. Table 6 shows the comparison
of the accuracy scores of different machine learning models.

Table 4: Confusion matrix

12 2 0 0 0
1 13 1 0 0
0 2 12 0 0
0 0 2 14 1
0 0 0 0 15

Table 5: Confusion metrics for random forest

Precision Recall Specificity

Day 1 0.85 0.92 0.98
Day 2 0.86 0.76 0.93
Day 3 0.85 0.80 0.95
Day 4 0.82 0.97 0.96
Day 5 0.96 0.93 0.98

Accuracy 0.88

Table 6: Comparison of machine learning models

Model Accuracy score

Gaussian Naïve Bayes 86.6%
Random forest 88%

This research work demonstrates the potential applicability of advanced technology in the
agriculture and food industries, which not only contributes to ensuring food safety and quality but also
promotes sustainability by reducing food waste. By developing an accurate classification model, only
fresh and safe fruits reach the consumers, reducing the risks associated with contaminated produce.
This contributes to reducing food waste, a critical step toward sustainable agricultural practices. Also,
an efficient and timely detection of fresh and rotten fruits enables farmers to increase their fruit
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production, making a substantial contribution to a nation’s economic value. The integration of deep
learning techniques, model comparison, and the innovative approach to shelf-life prediction enriches
the fruit quality assessment, with implications for both agricultural practices and consumer well-being.
Thereby, the proposed approach will make a significant impact on the food industry for efficient fruit
distribution and also benefit the customers in supermarkets to purchase fresh fruits.

Although the proposed CNN model using VGG16 for fruit classification and the random forest
model for prediction of fruit shelf life delivers better accuracy there are few limitations and scope for
improvement on the proposed models. This work is mainly focused on a limited set of fruit varieties
(e.g., apples, bananas, oranges, papayas, and guavas), hence not suitable for other varieties of fruits
available in various regions. Also, in shelf-life prediction, only the hue parameter is considered but the
fruit ripeness also depends on other factors like texture and aroma which are not considered in this
research work. Hence there is a research scope to develop a generic system that can perform the fruit
quality and shelf-life prediction for a variety of fruits by considering various real-world environmental
factors such as temperature, humidity, and storage conditions.

5 Conclusion

This work has explained that deep learning can be a very powerful tool for detecting rotten
fruits, as it can learn to recognize patterns and features that are not immediately apparent to humans.
Through its ability to ensure that only fresh fruits are made available to consumers, this can enhance
the safety and quality of food products while minimizing waste. It also shows the capability of machine
learning models can analyze datasets on factors such as color, texture, and chemical composition
to accurately predict the optimal time to harvest fruits, which can extend their shelf life. The work
explains how hue value can be used as a reliable feature for shelf-life prediction. By comparison to
GNB, the random forest algorithm provides us with a superior accuracy score. Likewise, the VGG16
model delivers higher accuracy scores and lower loss values in comparison to the other models for the
detection of rotten fruits. This highlights the capability of computer vision to leverage deep learning
models to automatically learn and extract pertinent features from images, consequently reducing the
necessity for manual input while enhancing accuracy. These models are highly valuable in a diverse
range of applications.
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