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ABSTRACT

Accurate detection and classification of artifacts within the gastrointestinal (GI) tract frames remain a significant
challenge in medical image processing. Medical science combined with artificial intelligence is advancing to
automate the diagnosis and treatment of numerous diseases. Key to this is the development of robust algorithms
for image classification and detection, crucial in designing sophisticated systems for diagnosis and treatment. This
study makes a small contribution to endoscopic image classification. The proposed approach involves multiple
operations, including extracting deep features from endoscopy images using pre-trained neural networks such
as Darknet-53 and Xception. Additionally, feature optimization utilizes the binary dragonfly algorithm (BDA),
with the fusion of the obtained feature vectors. The fused feature set is input into the ensemble subspace k nearest
neighbors (ESKNN) classifier. The Kvasir-V2 benchmark dataset, and the COMSATS University Islamabad (CUI)
Wah private dataset, featuring three classes of endoscopic stomach images were used. Performance assessments
considered various feature selection techniques, including genetic algorithm (GA), particle swarm optimization
(PSO), salp swarm algorithm (SSA), sine cosine algorithm (SCA), and grey wolf optimizer (GWO). The proposed
model excels, achieving an overall classification accuracy of 98.25% on the Kvasir-V2 benchmark and 99.90% on
the CUI Wah private dataset. This approach holds promise for developing an automated computer-aided system
for classifying GI tract syndromes through endoscopy images.
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CADx Computer aided diagnosis
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DCT Discrete cosine transform
DWT Discrete wavelet transform
EMR Endoscopic mucosal resection
FC Fully connected
GA Genetic algorithm
GI Gastrointestinal
GWO Grey wolf optimizer
HOG Histogram of oriented gradients
kNN k nearest neighbors
LBP Local binary pattern
LSTM Long short-term memory
mIoU mean intersection over union
mRMR min redundancy max relevance
PSO Particle swarm optimization
RGB Red, green, blue
SCA Sine cosine algorithm
SCF Strong color features
SIFT Scale-invariant feature transform
SSA Salp swarm algorithm
SVM Support vector machine
WCE Wireless capsule endoscopy
WHO World health organization

1 Introduction

The GI tract is a vital part of the digestive system, which is vulnerable to many infections and
disorders ranging from esophagitis, which is an esophageal inflammatory condition, to more serious
conditions like an inflammatory bowel disease termed ulcerative colitis [1]. Similarly, polyps are
irregular growths in the colon which can lead to life-threatening colorectal cancer [2]. With symptoms
like abdominal pain and diarrhea, prompt diagnosis and management are crucial for GI tract health.
If these conditions remain undetected, they may transform into severe diseases like cancer [3]. These
cancers affect the population all around the world and cause an enormous number of deaths around
the globe [4]. According to statistics compiled by the WHO, 1.93 million cases of colorectal cancer
were reported around the globe in 2020. Moreover, 0.9 million deaths were caused by colorectal
cancer, and 0.76 million fatalities were attributed to stomach cancers. Insufficient understanding of
the standardized classification of such cancers by endoscopic imagery contributes to the uprise of the
enormous number of fatalities worldwide. Colorectal cancer is a form of cancer that can be prevented
in most cases with effective measures [5]. If colorectal lymph nodes can be detected and diagnosed
in the early stages, the chances of recovery with treatment are eminent. Gastrointestinal endoscopy
represents the prevailing modality for evaluating and managing GI tract conditions. However, the
outcomes of such diagnoses are susceptible to human error and are contingent upon the proficiency
of the operators, potentially yielding divergent conclusions based on an individual’s competency.
Additionally, the manual assessment of numerous endoscopy frames poses a formidable challenge
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for gastroenterologists. In automating disease diagnosis and treatment, the paramount concern lies in
achieving optimal classification accuracy of findings [6].

Different types of endoscopic procedures are being adopted for the diagnosis of GI tract
syndromes that target particular organs. These procedures include upper gastrointestinal endoscopy,
colonoscopy, and wireless capsule endoscopy. To augment the standards of diagnosis and treatment
for GI tract diseases, there is a pressing need for the integration of automation into the existing
disease evaluation methods [7]. Consequently, the development of automated systems capable of
detecting and classifying findings emerges as a significant contribution to the field of medical science,
complementing and supporting the current methods in place [8]. With the help of these automated
systems symptoms and medication activation evaluations can become accurate and more effective.
For the development of an automated system automatic data acquisition, processing, and recording
of all types of normal/pathological findings are essential [9]. Because of this fact, an autonomous
system may deliver an alternative solution by significantly reducing the tasks already performed by a
gastroenterologist. In this study, a framework for deep learning-based automated image classification
is proposed. Various challenges exist for medical image classification, which limits the system’s
accuracy. Specifically, in the case of GI tract images, heavy clutter, complex background, variable
lighting conditions, huge inter-class similarity among objects of different classes, and huge intra-
class variations among the objects of individual classes are the key challenges. The existing literature
presents several methods for addressing the challenges associated with GI tract disease diagnosis and
treatment [10]. However, there is vast room for further research due to the limitations inherent in these
approaches. Notably, the shortcomings of these methods include insufficient classification accuracy,
limited scalability, and a lack of robustness in handling diverse and complex gastrointestinal findings.
To address these shortcomings, our proposed method aims to improve several aspects significantly.
Firstly, enhancement of classification accuracy is prioritized, as accurate and reliable identification
of gastrointestinal conditions is crucial for effective treatment planning. By incorporating advanced
machine learning algorithms, such as deep neural networks, our method can leverage its capabilities
to improve the accuracy and reliability of disease classification. Furthermore, our approach seeks to
tackle scalability by utilizing a relatively large dataset. This enables the system to learn from a diverse
range of endoscopic images, enhancing its ability to handle various gastrointestinal findings.

The robustness of our method is bolstered through rigorous experimental evaluations on a variety
of imagery. By employing comprehensive evaluation metrics, including sensitivity, specificity, and
overall accuracy, the performance of our automated system can be objectively measured and its
superiority can be demonstrated over existing approaches. Overall, the need for further improvements
arises from the limitations observed in current methods, such as suboptimal classification accuracy,
scalability issues, and a lack of robustness. Moreover, the availability of plenty of labeled data for
the task of GI tract image classification is a big challenge. This challenge can be met by using image
augmentation techniques which are also employed. This framework for classifying endoscopic imagery
is based on the feature fusion and selection of deep CNN features with the BDA optimizer. The major
tasks and contributions of this work are as follows:

• A new framework is proposed that utilizes the power of CNNs, BDA optimization algorithm,
and Subspace kNN classifier to accurately classify GI tract images.

• The proposed method extracts two independent feature vectors using pre-trained CNN models
namely the Darknet-53 and the Xception.

• Feature selection is performed using BDA over individual feature vectors. Feature selection is
performed using different optimization algorithms for comparative analysis of the impact of
optimization techniques on classification accuracy.
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• Composition of a serially fused feature vector by concatenating the selected feature vectors.
• Classification of the resultant feature vector is carried out using different classifiers.
• The performance of the proposed framework is compared to existing SOTA models.
• GI tract image classification accuracy is improved.

The subsequent sections of the paper are structured as follows. Section 2 provides an overview
of the previous research conducted in the area of GI tract endoscopic image classification. Section 3
briefly outlines the proposed methodology employed in this study. In Section 4, the obtained results
from experimental investigations are presented, accompanied by a comprehensive analysis. Section 5
encompasses discussion and the concluding remarks are given in Section 6, followed by a list of
references.

2 Related Work

Designing and developing an automated system using robust machine-learning algorithms capa-
ble of aiding medical experts is a complex task [11]. The involvement of human life amplifies
complexity, necessitating advanced technological solutions and a heightened sense of accuracy to
address the critical nature of safeguarding vital life processes. It is, therefore, critical that CADx
systems for disease recognition should be developed after careful studies. Extensive research has
been conducted on diagnosing gastrointestinal diseases, landmarks, and endoscopic mucosal resection
(EMR) as per existing literature [12]. In this regard, the methodologies are broadly categorized into
conventional methodologies and deep learning methodologies [13]. Deep learning methods consist
of the complete pipeline for extracting required features and training the model to classify images.
The deep learning models can be trained and evaluated both on labeled and unlabeled data [14]. One
of the major problems faced in medical image classification is the availability of sufficient labeled
data for model training [15]. Deep learning models generally perform to their optimum capacity,
if a large amount of image data for training and validation is available. The availability of plenty
of data helps to overcome over-fitting, a problem where the model starts memorizing the data
[16]. Information-intensive research has been performed to identify different disease detection and
classification techniques. A short review related to our study is given in subsequent paragraphs.

In a research study conducted by Rai et al., it was proposed that the robustness of a CNN is
increased by using transfer learning as compared to training the model from scratch. Their approach
employs InceptionV3 and Xception models trained on a breast cancer dataset. The findings reveal
that the transfer learning-based Xception model achieved superior performance, with a remarkable
accuracy score of 90.86%. This study also proves the effectiveness of the Xception for medical
image classification [17]. Suman et al. used color features to distinguish wireless capsule endoscopy
images having the presence of bleeding and no bleeding in GI tract imagery. A pipeline for image
enhancement was established with the SVM classifier achieving an accuracy score of 97.67% [18].
Petscharnig et al. presented an architecture similar to the Inception-V3 to classify anatomical
landmarks and diseases of the GI tract using the initial version of the Kvasir dataset consisting of
4000 images. The idea behind this work is to enable the network to select a suitable convolution
size according to the dataset. The proposed model comprises three branches including small and
large convolution and pooling. The model utilizes 1 × 1 convolutions to reduce computational costs
[19]. Naz et al. in their research presented an automated system designed for the accurate detection
and classification of gastrointestinal abnormalities. The proposed method encompasses two primary
stages. First is the segmentation of the bleeding infection region using a hybrid approach that combines
thresholding on individual RGB channels and merging techniques based on mutual information
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and pixels, and second is the classification of GI abnormalities by leveraging deep learning features
extracted through transfer learning and texture features extracted using the LBP method. A rigorous
feature selection process, employing an entropy-based approach, is implemented to identify the most
informative features from both the deep learning and texture vectors. These selected features are
then combined using a serial-based technique and fed into an Ensemble Learning Classifier for final
classification. The proposed method achieves exceptional accuracy rates of 99.8% and 86.4% on private
and Kvasir-V2 datasets, respectively [20].

Ramzan et al. proposed a CADx framework utilizing preprocessing (LAB color space) and
fusion of LBP, texture, and deep learning features. They used inceptionNet, ResNet50, and VGG16
as backbone networks for feature extraction. Features were optimized using PCA, entropy, and
mRMR. Evaluation of the model is carried out on open-source datasets (Kvasir-V2, Nerthus, and
stomach Ulcer) with a subspace discriminant classifier, achieving 95.02% accuracy on the Kvasir-
V2 dataset [21]. Fayyaz et al. performed pedestrian gender classification, using the fusion of deep
and traditional features. Their work tackles the complexities of imbalanced and small sample space
datasets by incorporating data augmentation and preprocessing, ultimately resulting in enhanced
gender classification accuracy. The employment of the parallel fusion method, along with feature
selection strategies and rigorous experimentation, underscores the effectiveness of their approach [22].
Ramzan et al. in another research study presented Graft-U-Net, a modified deep learning method
based on UNet, for polyp segmentation in colonoscopy frames. Graft-U-Net’s preprocessing was used
to improve image contrast, while the encoder and decoder blocks were used to analyze and synthesize
features. Their method achieved a mean Intersection over Union (mIoU) of 82.45% on the Kvasir-
SEG dataset [23]. Mudassar et al. suggested a hybrid approach for CADx using texture and deep
features. The method enhances image contrast, and extracts texture features using LBP and SFTA.
Texture features are fused with deep features from pre-trained VGG16 and Inception-V3 models. The
ensemble deep feature vector exhibits promising recognition proficiency, showcasing the strength of
the proposed approach [24]. In another research study, Fayyaz et al. used Darknet-53 and Densenet-
201 to extract features from segmented images. Entropy-coded GLEO feature selection and ensemble
techniques were used to produce a single feature vector. SVM classifier categorizes normal/abnormal
(COVID-19) X-ray images, achieving acceptable accuracies and validating the effectiveness of the
proposed approach [25].

Wang et al. proposed a two-stage endoscopic image classification method that combines the
advantages of midlevel CNN features and a capsule network. The novel lesion-aware CNN feature
extraction module enhances the encoding of detailed lesion information within midlevel CNN features,
enabling the subsequent capsule classification network to effectively learn deformation-invariant
relationships between image entities. The proposed method achieved a classification accuracy score of
94.83% on the Kvasir-V2 dataset and 85.99% on the Hyper-Kvasir dataset [26]. Majid et al. presented
their work related to the classification and detection of stomach diseases like ulcers, bleeding,
esophagitis, and polyps. The work is focused on the best feature selection technique to improve
classification results. The study uses deep features of the VGG16 network. The handcrafted feature
was extracted using SCFs, DCT, and DWT. Both types of features are fused and the Genetic algorithm
for feature selection is used to select a robust feature set. Finally, a feature set is used for classification
learning. This model achieved an accuracy of 96.5 % [27]. Sharif et al. introduced a novel technique for
disease detection in wireless capsule endoscopy images. They used a combination of deep CNN and
geometric features, achieving a high classification accuracy of 99.42% and a precision rate of 99.51%
on a private dataset. The proposed approach extracts disease regions using contrast-enhanced color
features, fuses VGG16 and VGG19 CNN features, selects the best features using conditional entropy,
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and performs classification with k nearest neighbors [28]. In an earlier study, Sharif et al. presented
a novel automated method for classifying WCE images. The proposed system involved segmentation,
deep feature extraction, fusion, and robust feature selection. Ulcer abnormalities were extracted using
a color features-based low and high-level saliency method. DenseNet CNN with transfer learning
is used for feature computation, followed by feature optimization using Kapur’s entropy. A parallel
fusion methodology selects maximum feature values, and Tsallis entropy is calculated for feature
selection. The top 50% of high-ranked features are classified using a multilayered feedforward neural
network, achieving a maximum accuracy of 99.5% on a private dataset [29]. Ozturk et al. presented
a CNN and LSTM-based method for GI tract endoscopic image classification. The LSTM-based
layer stack is intended to take the place of the ANN layers. A two-layer LSTM block is used. To
overcome the overfitting, dropout layers were also included in the additional block. Three distinct
CNN architectures were used in their model which scored 97.90% accuracy [30].

In summation, our comprehensive review of the pertinent literature has uncovered multiple
methodologies employed for the classification of GI tract images. Based on commendable contri-
butions to the field, it is evident that there persists a noticeable gap in terms of optimizing model
performance and accuracy. In response to this recognized need, a novel model is introduced, taking
into careful consideration the inherent design limitations of pre-existing frameworks. Our research
endeavors to propel the state of the art in GI tract image classification, with a primary objective of
augmenting diagnostic precision and classification accuracy.

3 Proposed Methodology

This section elucidates the systematic methodology applied in classifying gastrointestinal GI tract
endoscopic images. It provides a comprehensive exploration, delving into the specifics of employed
datasets, the intricacies of image preprocessing, and the image classification framework. This detailed
exposition serves as a foundational guide, offering insights into the nuanced steps and considerations
essential for the effective classification of GI tract endoscopic images.

3.1 Datasets

In this study, Kvasir-V2 and the CUI Wah Private Dataset of stomach images were used for
the training and performance evaluation of the models. The Kvasir-V2 dataset is a comprehensive
collection of high-resolution gastrointestinal endoscopy images, specifically curated for research and
development purposes [31]. This dataset offers a diverse range of clinical cases, encompassing various
abnormalities and diseases within the digestive tract. With its wide recognition as a benchmark dataset,
Kvasir-V2 serves as a valuable resource in advancing the field of CADx by contributing to improved
efficiency and accuracy in the classification of gastrointestinal diseases. It is a balanced dataset which
consists of 8 classes and 8000 images. The three classes of dataset include anatomical landmarks such
as the Z-line, pylorus, and cecum. Accurate classification of these three classes plays a crucial role in
facilitating effective navigation within the GI tract. Three classes are labeled as esophagitis, polyps,
and Ulcerative colitis, which encompass images associated with pathological findings, and two classes
are related to the EMR procedure identified as “dyed and lifted polyps” and “dyed resection margins”.
The sample endoscopic frames of the GI tract are shown in Fig. 1.

Furthermore, the Kvasir-V2 image dataset is enhanced by utilizing data augmentation techniques.
By applying rotation and flipping transformations, we generated two additional variants for each
original image and added them to the existing dataset. The data augmentation operations are
illustrated in Fig. 2.
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Figure 1: Sample endoscopic images from the Kvasir dataset

Figure 2: Image augmentation

Besides this, a subset of the CUI Wah private dataset comprising WCE images of the stomach was
used for enhanced model evaluation [32]. WCE, a less invasive alternative to traditional endoscopy,
uses a tiny camera in capsule form to record images of the entire gastrointestinal tract, thus signif-
icantly increasing patient comfort during internal examinations This dataset has three image classes
labeled as bleeding, healthy, and ulcer. The bleeding class contains endoscopic images of bleeding in the
stomach. The health class contains images of a healthy stomach and the ulcer class contains endoscopic
images of the stomach with the presence of an ulcer. A total of 2413 images were randomly selected,
the number of images in each class was kept different, and no data augmentation was performed to
check the model performance over an unbalanced dataset. The distribution of images in this dataset
is shown in Fig. 3.
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Figure 3: Stomach dataset statistics

3.2 Image Classification Model

The proposed classification model for GI tract images is presented in this section. The proposed
classification pipeline encompasses various operations including image preprocessing, the creation
of an augmented dataset, deep feature extraction using pre-trained Darknet-53 and Xception CNN
models, feature selection, and preparation of robust feature vectors by fusing the features. In the realm
of machine learning, the extraction of image features serves the purpose of diminishing redundant
information within images that could potentially impede the performance of a classification system.
These extracted features contain a lot of valuable information. This information is used to train the
classifiers used in the classification system while keeping in view the limitations of the hardware
resources. A graphical representation of the complete framework for GI tract endoscopic image
classification is shown in Fig. 4.

Figure 4: Flowchart for GI tract image classification

The proposed framework for image classification is a sequential model that employs various
machine learning components to perform the subject task. An algorithmic representation of the
proposed classification framework is given below.
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Algorithm: Proposed model for image classification
Input: An image dataset
Output: Labels
Step 1: START
Step 2: Initialize empty lists for optimized feature sets.
Step 3: For each image i in Dataset (N):

//Extract features using Darknet-53
Img_features_Darknet53 = ExtractFeaturesUsingDarknet53 (i)
Features_Darknet53 = Append (img_features_Darknet53)
//Extract features using Xception
Img_features_Xception = ExtractFeaturesUsingXception (i)
Features_Xception = Append (img_features_Xception)

Step 4: Optimize features using BDA
BDA_Features_Darknet53 = Optimize_using_BDA (Features_Darknet53)
BDA_Features_Xception = Optimize_using_BDA (Features_Xception)

Step 5: Fuse the optimized feature sets
Fused_Features = Concatenate (BDA_Features_Darknet53, BDA_Features_
Xception)

Step 6: Classification
Labels = ESKNN (Fused_Features)

Step 7: STOP

3.2.1 Deep Feature Extraction

The first operation after the dataset preparation is deep feature extraction from the images. To
serve as feature extractors, CNN models pre-trained on the ImageNet dataset are employed. In the
context of this study, empirical evidence is capitalized within the scientific literature, showcasing the
exceptional performance of Darknet-53 and Xception CNN models across diverse medical datasets,
to employ them as feature extraction networks.

Initially, one feature set is extracted using Darknet-53 [33]. The input size of this model is 256 ×
256 × 3. This CNN model comprises one input layer, 53 convolutional layers, Residual layers, one
average pooling layer, one FC layer, and one classification layer. The images in the Kvasir-V2 dataset
are resized to match the input size of the network. The architecture of the Darknet-53 is shown in
Fig. 5.

Here ‘F’ indicates the number of filters, ‘S’ indicates the filter size, and ‘O’ denotes the output
size of the layer. By applying the activation function at the global average pooling layer, a feature set
comprising 1024 features is extracted for each image. Another CNN used for feature extraction is
Xception [34]. In Xception depth-wise separable modules are used which replaced the modules used
in inception architecture. The architecture of the Xception comprises 3 flows or stages denoted as
entry flow, middle flow, and exit flow. Different stacks of layers are used in each flow and depth-wise
convolutions are preceded by point-wise convolutions. These layers form the feature extraction base
of the network. Residual connections are used to avoid diminishing the gradients. Moreover, Xception
has fewer parameters as compared to Inception-V3, which makes it faster than Inception-V3. It has
an image input size of 299 × 299 × 3. Another feature set from the dataset was extracted by applying
activation on the global average pooling layer. In this way, two independent feature sets are obtained
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which contain diverse information about images. The architectural concept of the Xception from [35]
is represented in Fig. 6.

Figure 5: Darknet-53 feature extraction network

Figure 6: Architectural concept of the Xception

3.2.2 Feature Optimization

Feature selection is the next process step in the proposed classification pipeline. The features are
selected for optimizing the classification process. In this study, BDA is used which is tailored for
selecting an optimal feature set from obtained feature sets [36]. In the context of medical image analysis
for the GI tract, the investigation of several feature selection techniques has shown that BDA emerges
as a dependable option for accurate parameter optimization. It produces excellent findings in medical
imaging research because of its ability to handle noisy imaging data, perform global optimization, and
exhibit reliable convergence. The algorithm is designed to decrease the feature count and optimize the
classification process by increasing performance and minimizing computational cost. This wrapper
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feature selection algorithm belongs to the nature-inspired swarm intelligence-based optimization
algorithms and assimilates the collective behavior of dragonflies. The algorithm is a modified form
of the dragonfly algorithm. It is used to find a subset σ out of the feature set τ where σ contains
minimum information-rich features as compared to τ . The basic model of the BDA revolves around
certain characteristics like distance ε, alignment θ , cohesion μ, propensity for approaching the food
source, and an aversion to potential threats. Distance εα is calculated using Eq. (1).

εα = −
∑τ

ϕ=1
(ρα − ρϕ) (1)

Here ε denotes the distance which dragonflies keep between them. ρα is the current individual’s
position and ρϕ is a neighboring individual to the ρα at count ϕ. Alignment θα refers to the process
of adjusting the velocity of the individuals to match with neighbors. Alignment is calculated using
Eq. (2).

θα =
∑τ

ϕ=1 vϕ

τ
(2)

vϕ denotes the ϕ th neighbor dragonfly’s velocity. Cohesion is updated using Eq. (3).

μα =
∑τ

ϕ=1 ρϕ

τ
− ρ (3)

The propensity for a food source 	α and aversion from potential threats 
α are calculated using
Eqs. (4) and (5), respectively.

	α = ρ+ − ρα (4)


α = ρ− − ρα (5)

The step vector is calculated using the Eq. (6) with the help of distance weight ωs, alignment weight
ωa, cohesion weight ωc, food factor f , and enemy factor e.

�Xt+1 = (ωsεα + ωaθα + ωcμα + f 	α + e
α) + ωi�Xt (6)

In addition to the above equations, Eq. (7) is used for binary search space.

Xt+1 =
{

¬Xt, ρ < T(�ρt+1)

Xt, ρ ≥ T(�ρt+1)
(7)

In this study, code implementation and default parameter settings for feature selection were used
from [37]. Parameter value for N (Dragonfly count) was set to 10, and T (Iteration count) was set to
100 for optimized performance.

3.2.3 Feature Fusion

For feature fusion, individual feature vectors are utilized which are obtained after optimization
with BDA. A linear concatenation approach is adopted to achieve this goal as depicted in Fig. 7.

Here FV-I is the first feature set and F1 to F4 depict its features. Similarly, FV-II is the second
feature set comprising features Fa to Fd. These two independent feature sets are obtained after BDA
optimization. These feature sets are linearly concatenated to form a single fused feature vector FV-R.
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Figure 7: Serial Feature fusion by linear concatenation

3.2.4 Classification

In the proposed method an ensemble-based Subspace kNN classifier is used. This method uses
a “Subspace” ensemble and “k Nearest Neighbors” classifiers [38]. ESKNN emerges as a potent
machine learning classification model, offering enhancements in classification accuracy. Its efficacy
lies in the utilization of multiple kNN classifiers, each trained on discrete feature subsets. These
classifiers diversify the classification procedure, capturing assorted data patterns. The synthesis of
their outcomes, commonly achieved through voting or weighted averaging, dictates the ultimate
classification. This diversification-driven approach not only elevates accuracy but also mitigates the
risk of overfitting, rendering ESKNN an invaluable asset for augmenting the accuracy and reliability
of classification tasks in our research. Ensemble-based models combine multiple classifiers to get more
precise and accurate predictions in comparison to the results obtained using single models.

In addition, a 5-fold cross-validation method is used in this study. This strategy, which is based on
the ideas of rigorous experimentation and strong model evaluation, involves systematically dividing
our dataset into five distinct subsets or folds. The remaining four folds combine to create the training
dataset, while each fold iteratively assumes the role of the validation set. This process is repeated. This
validation technique secures model stability, minimizes the vulnerability to overfitting, and enables a
comprehensive appraisal of our model’s performance.

4 Experimental Results

In this section, the outcomes stemming from our implemented methodologies are presented and
analyzed. This analysis aims to provide nuanced insights into the effectiveness and performance of the
proposed approaches, aligning seamlessly with the defined objectives of our study.

4.1 Implementation Settings

This section presents the overall results and a comprehensive analysis of the experimental
outcomes achieved. The experiments were conducted on a Microsoft Windows-10 machine equipped
with Intel Core i7, 4 GHz processor, coupled with 16 GB RAM. MATLAB R2020(a) served as the
primary tool for conducting the entire experimentation process.
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4.2 Performance Evaluation Protocols

The performance of the model is assessed based on various standard metrics. This study deals with
a multiclass classification problem. The rate of the correctly predicted positive class is depicted as True
Positive (TP). The rate of the correctly identified as the negative class is attributed as True Negative
(TN). The wrong predictions for the positive class are termed False Positives (FP). The inaccurate
estimation probability of the negative class is False Negative (FN). Based on these, standard metrics
like accuracy, precision, recall, and AUC are also calculated.

4.3 Experimentation

During the experimental phase, a comprehensive analysis is conducted by integrating multiple
feature selection techniques into our classification pipeline. The base feature vectors from Darknet-
53 and Xception CNN models were optimized using various feature optimizers including GA, PSO,
SSA, SCA, and GWO. Then these optimized feature vectors were fused and a final feature vector was
obtained for each optimizer. These fused feature vectors served as input data for various classifiers,
allowing us to evaluate their performance over our specific data. The validation accuracy score using
5-fold cross-validation over different optimizer-classifier combinations over Kvasir-V2 is given in
Table 1.

Table 1: Accuracy comparison using different optimizer-classifier combinations

Optimizer Feature count Linear SVM Cubic SVM Quadratic SVM Subspace kNN

GA 810 92.3% 96.0 % 94.2% 96.4%
PSO 983 91.0% 96.4% 94.5% 97.6%
SSA 582 90.1% 96.2% 94.2% 97.5%
SCA 932 91.4% 96.5% 94.2% 96.8%
GWO 863 89.7% 94.4% 95.3% 95.9%
BDA 943 91.0% 96.0 % 94.6% 98.25%

It is evident from accuracy scores that the BDA-based feature optimization gives the best result
when classified with the ESKNN classifier. High classification accuracy is the main advantage of using
the proposed model. Another measure of performance is the training time of classifiers over different
feature sets. Training time comparison over different classifier-optimizer combinations is shown in
Table 2.

Table 2: Training time for classifier-optimizer combinations (In seconds)

Feature selector Linear SVM Cubic SVM Quadratic SVM Subspace kNN

GA 445.6 730.0 540.2 4954.4
PSO 540.6 645.0 440.8 5291.6
SSA 180.0 945.8 192.5 2808.6
SCA 630.8 1234.2 970.0 3306.8
GWO 564.4 1046.2 862.4 3405.8
BDA 530.9 689.3 761.2 2439.5
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The training time of the linear SVM classifier over SSA-based features is the lowest one. However,
the accuracy yield of the model is only 90.1% with this combination. The ESKNN training time is less
on BDA features when compared to other feature optimizers. The extended training time employed
by the proposed model when used with ESKNN represents a drawback that can be alleviated by
leveraging compatible hardware. This model exhibits significant performance with high validation
accuracy. The confusion matrix for our proposed method over the Kvasir-V2 benchmark is presented
in Fig. 8.
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Figure 8: Performance evaluation of the proposed method using a confusion matrix

Class-wise performance matrices of the proposed model trained over the Kvasir-V2 benchmark
dataset for detailed analysis are presented in Table 3. The model gives the best performance for the
“Normal pylorus”class reaching a validation accuracy of 99.94%. The precision, recall, and AUC score
reaches 100% for this class. GI tract anomalies labeled as Polyps, Ulcerative colitis, and Esophagitis
are also classified with high accuracy.

Table 3: Class-wise performance matrices for the proposed model

Image class Accuracy Precision Recall AUC

Dyed lifted polyps 99.30% 97.00% 97.00% 100.00%
Dyed resection margins 99.47% 97.00% 99.00% 100.00%
Esophagitis 99.38% 97.00% 98.00% 100.00%
Normal-cecum 99.60% 100.00% 97.00% 100.00%
Normal pylorus 99.94% 100.00% 100.00% 100.00%
Normal z line 99.36% 98.00% 97.00% 100.00%
Polyps 99.53% 98.00% 98.00% 100.00%
Ulcerative colitis 99.83% 99.00% 99.00% 100.00%
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For further verification of our presented model’s performance, the CUI Wah private dataset
of stomach images is used in subsequent experiments which comprises three classes of endoscopic
images. In this series of experiments, the proposed framework with BDA feature optimization is tested,
and results over different classifiers are obtained for comparison. In the first experiment, 10% data
is reserved as test data and 5-fold cross-validation is used for performance evaluation. The results
obtained during experiment I are displayed in Table 4.

Table 4: Model statistics using 5-fold cross-validation

Classifier Training time (Seconds) Validation cost Validation accuracy Test accuracy

Linear SVM 16.68 12 99.45% 100%
Cubic SVM 20.775 7 99.68% 100%
Quadratic SVM 20.98 7 99.68% 100%
ESKNN 21.593 4 99.82% 100%

In experiment II, 10% of the data is reserved as test data, and 10-fold cross-validation is used for
performance evaluation. The results obtained during experiment II are displayed in Table 5.

Table 5: Model statistics using 10-fold cross-validation

Classifier Training time (Seconds) Validation cost Validation accuracy Test accuracy

Linear SVM 14.771 10 99.54% 100%
Cubic SVM 17.191 2 99.91% 100%
Quadratic SVM 15.304 3 99.86% 100%
ESKNN 22.863 1 99.95% 100%

In experiment III, holdout validation is employed for performance evaluation. 10% of the data is
used as test data, 20% of the data is used as validation data, and 70% of the data is utilized as training
data. The results obtained during experiment III are displayed in Table 6.

Table 6: Model statistics using hold-out validation

Classifier Training time (Seconds) Validation cost Validation accuracy Test accuracy

Linear SVM 10.335 4 99.16% 100%
Cubic SVM 9.497 1 99.88% 100%
Quadratic SVM 9.4213 1 99.79% 100%
ESKNN 10.929 0 99.99% 100%

The results of multiple experiments over Kvasir-V2 and CUI Wah private datasets show that model
performance remains persistent irrespective of dataset and validation method. Moreover, a detailed
comparison of the validation accuracy of the proposed model with the existing SOTA methods is given
in Table 7.
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Table 7: Comparison of validation accuracy with existing methods

Author/Refs. Year Method Accuracy

Mukhtorov et al. [39] 2023 ResNet152, Grad–CAM 93.46%
Gunasekaran et al. [40] 2023 Weighted Average Ensemble 95.00%
Wang et al. [41] 2023 Vision Transformer Model 95.42%
Wang et al. [26] 2022 CNN Features, Capsule network 94.83%
Khan M et al. [42] 2022 Deep Saliency Maps, MobileNet-V2, BO 98.02%
Ramzan et al. [21] 2021 Inception, ResNet50, VGG, PCA 95.02%
Ozturk et al. [43] 2020 ResNet-50, Residual LSTM 98.05%
Ozturk et al. [44] 2020 ResNet-50, LSTM 97.90%
Proposed approach – Darknet 53, Xception, BDA, ESKNN 98.25%

5 Discussions

In this study, experimentation is performed on various components used in machine learning like
optimizers and classifiers. Initially, two independent feature sets are extracted using two pre-trained
deep networks which served as base data for our experiments. These feature sets are optimized using the
BDA feature optimizer which reduces the feature count to approximately 46% of the original features
extracted by CNN models. The fused feature vector is classified using ESKNN which yields 98.25%
accuracy on the Kvasir-V2 dataset and 99.82% accuracy on the private dataset. On the Kvasir-V2
dataset, a wide range of experiments were performed in which various SVM classifiers were employed
reaching an average accuracy score of 96%. Similarly, different feature optimizers were also tested
besides BDA. PSO-based features classified over ESKNN gave the second-highest validation accuracy
score of 97.6%. On the private dataset of stomach images, BDA feature optimization is carried out
and linear SVM, cubic SVM, quadratic SVM, and ESKNN are used for classification. Moreover,
in this phase, three different validation methods are employed including 5-fold cross-validation, 10-
fold cross-validation, and holdout validation. The model produces the highest score using holdout
validation reaching 99.99%, and the lowest score on 5-fold cross-validation reaching 99.82%. From
the calculated results, it is evident that the model performs very well in all experimental setups.

6 Conclusion

In conclusion, our study introduces a sophisticated approach that outperforms existing methods
in classifying GI tract images in terms of accuracy. The robustness of our research is the employ-
ment of Darknet-53 and Xception pre-trained deep learning models, BDA for optimization, linear
concatenation-based feature fusion, and the ESKNN classifier. It helps achieve superior performance.
The CNN models pre-trained on large image datasets are used to extract information-rich features.
Each network extracts different types of features due to their different architecture. The BDA is
used to optimize the features, eliminating the redundant features and yielding individual feature sets
with assorted information. The feature fusion combines these heterogeneous feature sets into one
robust feature vector. The ESKNN classifier leverages fused features to effectively classify GI tract
endoscopic images. The reason behind the high accuracy score is the diversification and optimization
of the information-rich features and utilization of ensemble classification methods. Other factors
affecting the performance include dataset quality, hyperparameter tuning, and feature quality. This
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research work advances GI tract image classification, emphasizing the potential of deep learning
and optimization techniques. Prioritizing accuracy in medical image analysis justifies longer training
times for the models which can be leveraged using efficient hardware for improved patient care. By
prioritizing accuracy and leveraging cutting-edge techniques, we lay a brick in the foundation for
future advancements in the field of medical image processing, paving the way for enhanced diagnostic
capabilities and more precise medical interventions.
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[43] Ş. Öztürk and U. Özkaya, “Residual LSTM layered CNN for classification of gastrointestinal tract
diseases,” Journal of Biomedical Informatics, vol. 6, pp. 103638, 2020.
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