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ABSTRACT

Encrypted traffic identification pertains to the precise acquisition and categorization of data from traffic datasets
containing imbalanced and obscured content. The extraction of encrypted traffic attributes and their subsequent
identification presents a formidable challenge. The existing models have predominantly relied on direct extraction
of encrypted traffic data from imbalanced datasets, with the dataset’s imbalance significantly affecting the model’s
performance. In the present study, a new model, referred to as UD-VLD (Unbalanced Dataset-VAE-LSTM-DRN),
was proposed to address above problem. The proposed model is an encrypted traffic identification model for
handling unbalanced datasets. The encoder of the variational autoencoder (VAE) is combined with the decoder and
Long-short term Memory (LSTM) in UD-VLD model to realize the data enhancement processing of the original
unbalanced datasets. The enhanced data is processed by transforming the deep residual network (DRN) to address
neural network gradient-related issues. Subsequently, the data is classified and recognized. The UD-VLD model
integrates the related techniques of deep learning into the encrypted traffic recognition technique, thereby solving
the processing problem for unbalanced datasets. The UD-VLD model was tested using the publicly available Tor
dataset and VPN dataset. The UD-VLD model is evaluated against other comparative models in terms of accuracy,
loss rate, precision, recall, F1-score, total time, and ROC curve. The results reveal that the UD-VLD model exhibits
better performance in both binary and multi classification, being higher than other encrypted traffic recognition
models that exist for unbalanced datasets. Furthermore, the evaluation performance indicates that the UD-VLD
model effectively mitigates the impact of unbalanced data on traffic classification. and can serve as a novel solution
for encrypted traffic identification.
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1 Introduction

In recent years, as the Internet has continued to advance, there has been a growing awareness of
network security among individuals. Encryption technology has seen widespread adoption [1,2], and
encrypted traffic now constitutes the predominant form of network traffic [3]. Encrypted traffic serves
the dual purpose of safeguarding data integrity and concealing the underlying network infrastructure
from potential hacker attacks. However, the inherent difficulty in collecting and annotating encrypted
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traffic data has led to a significant imbalance in the class distribution of datasets [4]. Such imbalance
poses a substantial challenge for encrypted traffic classification [5], consequently elevating security
risks. As such, the identification and classification of encrypted traffic have emerged as crucial
challenges within the contemporary field of cybersecurity. As mentioned above, collecting encrypted
traffic data is difficult. Therefore, different from [6], which collects real-time traffic data from various
sources, our work focuses on the encrypted traffic classification with imbalanced data distribution
based on public datasets.

Traditional machine learning methods based on Random Forests [7], Bayesian Networks [8], and
Decision Trees [9] have also been employed for encrypted traffic network classification. However,
such methods are highly dependent on feature selection [10], and their model performance hinges on
features designed by humans, thereby restricting their generality and overall generalization capabilities.
On the other hand, deep learning methods possess the capacity to autonomously optimize feature
engineering [11,12], a capability that markedly enhances model performance and renders them better
suited for traffic classification tasks in comparison to traditional machine learning approaches. In
most deep learning methods, the unbalance of encrypted traffic dataset categories is not considered.
Convolution with other deep learning methods is incorporated to effectively capture local data
features, which helps minimize the impact of overall class distribution unbalance on the model’s data
processing. Thus, even though certain class samples have considerably fewer numbers, convolution
can still extract useful features therefrom. Nevertheless, convolution comes with high computational
complexity, and the direction considered in the present study was to avoid the drawback of long
computation time associated with convolution.

Balancing the initially imbalanced dataset serves to enhance the model’s robustness, elevate its
generalization capacity, and mitigate the issue of extreme imbalances between positive and negative
samples. At present, for unbalanced dataset processing, the following three methods are commonly
used. The first method involves the use of the SMOTE algorithm, which analyzes minority class
samples and artificially generates new samples based on them to augment the dataset. However, a
drawback of this approach is its susceptibility to sample overlap issues and the generation of samples
that lack meaningful information [13]. The second method involves the use of generative adversarial
networks (GAN). The third method involves the use of Variational Autoencoders (VAE), which is a
format-independent and generalized data enhancement method. In summary, both GAN and VAE can
generate new sample data with different attributes or noise, which can effectively expand the dataset
for model training and enhance the model’s generalization and robustness. However, GAN often face
issues like prolonged training times and a high number of parameters, which can make them less cost-
effective in practical applications. On the other hand, VAE transforms the original sample data into
an ideal data distribution using an encoder network and then reconstructs data from this distribution
using a decoder network to maintain the quality of the generated data. In addition, VAE tends to
converge more easily compared to GAN.

To address the aforementioned problem, a new encrypted traffic identification model, UD-VLD,
was proposed in the present study. The proposed model is based on the data enhancement scheme of
VAE and integrates a Long-short Term Memory (LSTM) network and DRN. The contributions of
the present study are as follows:

(1) A new deep learning cryptography traffic recognition model UD-VLD was proposed, which
can enhance high-dimensional unbalanced data and identify traffic types;
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(2) To enhance the data, LSTM was incorporated into the encoding and decoding of VAE, and
the purpose of temporal data enhancement was achieved by processing the features of temporal data
through LSTM;

(3) To overcome the gradient descent issue during model training, the residual block structure
in DRN was modified based on the temporal features of the data. The original convolutional layers
were replaced with Dense layers, and the flattened layer was removed from the original DRN before
being replaced with a Dropout layer. This adjustment reduces the model’s computation time and helps
prevent model overfitting;

(4) The proposed model supports classification training on publicly available encrypted traffic
datasets. Results show that UD-VLD achieved high accuracy and F1-score on both publicly available
Tor and VPN datasets, demonstrating strong generalization capabilities.

The rest of the paper is organized as follows. Section 2 briefly describes the related work in this
field. In Section 3, the design of the UD-VLD model is elaborated. Section 4 provides the experimental
analysis. Section 5 is the results and discussion. Finally, the conclusion of the paper is discussed in
Section 6.

2 Related Work

Shapira et al. [14] used packet size distributions at different times to create images, which were
referred to as FlowPics. Subsequently, these FlowPics were fed into a conventional CNN model for
classification, and notable results were obtained in the final experiments. Despite such endeavors,
the FlowPic method has limitations, including feature conflicts caused by the size distribution of
individual packets that can affect the accuracy of VPN flow classification. Lan et al. [15] introduced
a cascade model known as DarknetSec, which combines a one-dimensional convolutional neural
network (CNN) with a bi-directional long and short-term memory network (LSTM). The model was
designed to capture local spatio-temporal features within packet payloads. Further, they incorporated
a self-attention mechanism into the feature extraction network to uncover inherent relationships
and concealed connections among the previously extracted content features. Lin et al. [16] proposed
an encrypted traffic categorization method known as ET-BERT, which utilizes a bi-directional
encoder representation called a Transformer. The model is capable of pre-training deep contextualized
datagram-level representations using extensive unlabeled data. Subsequently, the pre-trained model
can be fine-tuned with a limited amount of task-specific labeled data, achieving state-of-the-art
performance in five distinct encrypted traffic classification tasks. Ma et al. [17] proposed a high-
precision encrypted network traffic classification method-based traffic reconstruction, which extracts
the first 500 bytes of the payload as key data, and inserts the length threshold identifier in the payload
header. Then, a one-dimensional convolutional neural network is used to classify the reconstructed
traffic.

Guo et al. [18] proposed an unbalanced traffic classification framework ITCGAN, in which the
author uses GAN to oversample a small number of traffic flows to rebalance the unbalanced traffic
data. The addition of a Classifier to the traditional GAN makes the fusion of oversampling and
training possible, which helps the classification results reach the global optimum. Li et al. [19] pro-
posed Dynamic Chaotic Cross-Optimized Bidirectional Residual Gated Recurrent Units (DCCSO-
Res-BIGRU) and Adaptive Wasserstein Generative Adversarial Networks with Generative Fea-
ture Domains (GFDA-WGAN), in which feature extraction is realized using DCCSO-Res-BIGRU.
GFDA-WGAN can then be used to detect unbalanced attack traffic. Liu et al. [20] used a VAE-based



572 CMC, 2024, vol.78, no.1

data enhancement scheme combined with deep learning-based IDS to improve the Fl-score of the
model.

3 UD-VLD Model Design
3.1 Model Framework

The UD-VLD model framework is shown in Fig. 1. The framework mainly includes three parts:
data preprocessing, model training, and model testing. The VAE model improved by LSTM is used to
enhance the data for unbalanced data, and then DRN classifies the generated balanced data samples
with encrypted traffic.

train_test_split
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Figure 1: Flowchart of the UD-VLD model

Data preprocessing includes the division of the training and test sets, and the normalization and
numerical processing of the data (Section 4.2 for the processing). The preprocessed data are reshaped
using the reshape function to perform shape reconstruction of the array without changing the data.
The reshaped data are used as the input layer data for the LSTM improved VAE model, and the
augmented data samples are generated by the model. Finally, both the generated samples and the
original samples are input into the DRN. After passing through eight residual blocks within the DRN,
the issue of gradient vanishing is effectively addressed. Subsequently, the data is classified using a
softmax classifier. The loss function employed in the study was Mean Squared Error (MSE), with a
learning rate set at 0.00001.
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3.2 Variational Autoencoder (VAE)

VAE is an unsupervised learning method similar to the traditional autoencoder algorithm [21],
and its structure is shown in Fig. 2.

X; —— Dense Dense X

X, ——— Dense Dense Xo

X3 —t—» Dense Dense X3

Z4 Dense X4

X4 —+—» Dense

Xy — > Dense Dense X¢.

Figure 2: Original variational autoencoder architecture

VAE consists of an encoder and a decoder, where the encoder encodes the input raw data into
a Gaussian distribution, and the decoder randomly samples one sample from this distribution and
uses it as an input to the decoder, obtaining an output that approximates the input of the encoder.
VAE enhances the model’s robustness and mitigates the rigidity error by assuming a probabilistic
distribution for the latent variable z. The fundamental concept is that each raw input data x can be
represented by the latent variable z. The final output of the generated sample x’ is generated based on
the posterior distribution P(z|x) [22]. To achieve this, the architecture employs a fully connected layer
(Dense) for encoding and decoding the input data.

The encoder computes the mean p and standard deviation o of the input features through the
linear output of the fully connected layer Dense. After reparametrized sampling (which is equivalent to
adding noise to the input) the latent variable z is obtained that obeys the prior probability distribution
P(z). The aim is to address the neural network inverse gradient problem, ensuring that for each input
sample x, there exists a corresponding latent variable z [23]. The solution of the latent variable is shown
in Eq. (1):

z= (W, 0) (1)

The decoder uses vectors in the latent space to generate vectors in the real-time space, and the role
of the decoder is to complete the reconstruction from the latent variable z to the samples x’ obeying
similar probability distributions. The purpose of variational inference in a variational autoencoder is to
fit the true posterior distribution P(z|x) using a deep neural network model Q(z|x). For any given input
data, Q(z|x) constructs extendable Gaussian distributions at corresponding positions in the latent
vector. During the training process, both the recognition model and the generative model work in
tandem to fine-tune neural network parameters. This collaborative effort allows them to progressively
approximate the true posterior distribution [23].

In the training process of VAE, to make Q(z|x) as close as possible to P(z|x), the KL divergence
is introduced as the reconstruction error between the two distributions. The equation for calculating
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the KL divergence is as follows:
KL[QC|0)P(z|x)] = E..o[lnQ (z]x) — InP(z]x)] (2)

The core concept of the VAE training process is to maximize the likelihood of generating x while
minimizing the reconstruction loss KL between the two distributions. The objective function of VAE,
that is, the loss function, is represented in Eq. (3) as follows:

Jyur = E..o[In P (x|2)] — KL[Q(z|x)|| P(2)] 3)

3.3 LSTM

LSTM stands for Long-short Term Memory, which is a specialized type of recurrent neural
network (RNN). LSTM is used for analyzing data with temporal sequences, and its unit structure
is illustrated in Fig. 3.

fi
) tanh

Figure 3: Structure of LSTM cell

The first step involves data filtration using a forget gate, which determines which information
should be discarded. The forget gate reads the previous state passed down h,_, and the input data x,,
and outputs through a sigmoid activation function. This step is represented by Eq. (4).

Jo=0W; - [h1,x]+ by) (4)

The second step involves determining the update values for the unit through a sigmoid activation
function. A new candidate vector is created by a tanh layer and added to the unit state. The specific
formula is shown in Eq. (5).

i = U(W : [ht—la X,] + bl) (5)
Finally, the output unit state is determined in part through a sigmoid activation function. The
unit’s output is then obtained by multiplying the output of the previous sigmoid layer with the output

of the tanh layer (which maps values to the range between —1 and 1). The specific formulae are shown
in Egs. (6) and (7).

0, = O(Wa [ht—b xt] + bo) (6)
h, = o, x tanh(C,) (7
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In UD-VLD, LSTM replaced conventional neural networks in VAE to better analyze temporal
data features, using default activation functions.

3.4 VAE Improved with LSTM

In UD-VLD, the neural networks in the encoder and decoder of VAE were replaced with LSTM,
aiming to achieve better feature encoding and decoding of raw time-series data, thus obtaining
augmented sample data. The improved VAE network structure is illustrated in Fig. 4. Inputting raw
data samples into VAE, the LSTM encoder automatically extracts the input time-series data, which is
then encoded to obtain the mean w and standard deviation o. The values are then combined with a
random vector e sampled from a normal distribution to obtain the latent variable z corresponding to
each sample. Finally, the LSTM decoder reconstructs and regenerates the latent variable to generate
new samples x,” that approximate the original data.
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Figure 4: Improved VAE network structure based on LSTM

LSTM operates by taking in 23-dimensional time series features from the input dataset, which
includes details like connection start time, connection end time, and timestamp information (28
dimensions in the Tor dataset). It employs its neurons and gating mechanisms for feature extraction
while regulating information flow through gate states. This enables LSTM to capture long-term
dependencies and store this information in cell states, facilitating propagation along the sequence and
preserving the temporal aspects of the input sequence. Ultimately, the output data is generated through
a tanh operation.

Finally, the original samples are integrated with the generated new samples to obtain the dataset
that represents the augmented samples. In the improved VAE, the LSTM layer has 32 neurons, and the
‘return_sequences’ parameter is set to True. The hidden layer with 64 neurons is used for computing
the latent variable z.

3.5 Deep Residual Network

In neural networks, during the backpropagation process, gradients need to be propagated con-
tinuously. As the network’s depth increases, there is a tendency for gradients to diminish during
the propagation process. This can result in the problem of gradient saturation or even degradation
in network accuracy. Deep Residual Networks (DRN) were developed to address the described
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issue. The core idea of DRN is to facilitate gradient propagation by inserting shortcut connections
between convolutional layers. These shortcut connections directly add their output to the output
of the convolutional layer they bypass. In the process of backpropagation, half of the gradients are
routed through the shortcut connections to deeper convolutional layers, while the remaining half
passes through the convolutional layers that were bypassed. This architectural arrangement is referred
to as a residual network block. By stacking and replicating these blocks, a deep residual network is
constructed.

Based on experiments and the temporal characteristics of the dataset, two improvements were
proposed for the design of residual networks based on Xu [24]. One involves transforming the
convolutional layer in the deep residual network into a dense layer for faster deep extraction of
temporal features. The second involves changing the Flatten layer between the residual block and the
fully connected layer to a Dropout layer, to prevent overfitting and improve the model’s generalization
ability, As shown in Fig. 5, the residual blocks in the deep residual network consist of three sequential
operations.

(1) Dense: Extracts features from time-series data with high-dimensional multiclass features.

(2) Batch-normalization: Scales weights to unit norms to reduce internal covariate shift during
training and fine-tune learning rates for accelerated network training.

(3) ReLU: Provides stable performance and simplicity without adding computational complexity.

The complete deep residual network structure used in the present study is shown in Fig. 6. Unlike
the original residual network structure, there is no need for global pooling operation after the residual
block structure. The rest of the structure remains the same as the original residual network.

N Dense Rel Dense _ v,/ Rd
(80) " (80) au

Figure 5: Residual block structure based on dense layers

Based on the experimental results, the choice was made to construct deep residual network blocks
with a total of 8 blocks. Each layer within a residual block comprised 80 neurons. Regarding the
selection of the number of residual blocks, a series of comparative experiments was conducted using
5, 6, 8, and 9 residual blocks. As depicted in Table 1, the model performed optimally with 8 residual
blocks. There was a relatively small difference in performance between eight and nine residual blocks.
However, employing nine blocks led to longer processing times and a slight reduction in accuracy and
F1-score.
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Figure 6: Deep residual network structure

Table 1: Comparative experiments on the number of residual blocks

577

ISCX-VPN-nonVPN ISCXTor2016

ResNetS ResNet6 ResNet8 ResNet9 ResNetS5 ResNet6 ResNet8 ResNet9

Accuracy 0.949 0.955 0.961 0.954 0.973 0.979 0.990
Fl-score  0.877 0.882 0.946 0.884 0.945 0.948 0.951

0.984
0.948
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4 Experimental Analysis
4.1 Datasets

The datasets used in the present study were ISCX-VPN-nonVPN [25] and ISCXTor2016[26], both
of which were released by the ISCX Research Center at the University of New Brunswick (UNB),
Canada.

The ISCX-VPN-nonVPN dataset originally had a size of 28 GB. In this dataset, Scenario A aimed
to identify encrypted traffic using VPN labels. The dataset consists of a total of 14 different traffic
categories, including 7 regular types of traffic and 7 VPN types of traffic, such as Web, Email, Chat,
Streaming, File Transfer, IP Voice, and P2P. The various traffic categories in the dataset are shown
in Table 2. In the experiment, traffic types within ISCX were categorized into VPN and Non-VPN
traffic first, and then encrypted data was further divided for traffic identification. A total of 7 traffic
categories for identification and classification were selected, resulting in a dataset comprising 9,793
records.

Table 2: Traffic types in the ISCX-VPN-nonVPN dataset

Dataset Type of flow Number of data After data enhancement
VPN BROWING 2500 2500

VOIP 2271 2271

FT 1932 2000

CHAT 1196 2000

P2P 928 2000

MAIL 491 2000

STREAMING 475 2000

Total 9793 14771

The ISCXTor2016 dataset initially had a size of 22 GB. Tor is a circuit-based protocol where all
traffic from the gateway to the entry node is encrypted and sent over the same connection. The dataset
defines 8 categories, namely Browsing, Email, Chat, Audio-streaming, Video-streaming, File Transfer,
VoIP, and P2P. The various traffic categories in the dataset are shown in Table 3. A total of 8 traffic
categories were selected for identification and classification, resulting in a dataset comprising 8,044
records.

Table 3: Traffic types in the ISCXTor2016 dataset

Dataset Type of flow Number of data After data enhancement
Tor Browsing 1604 1604

P2P 1085 1500

Mail 282 1000

Chat 323 1000

Audio-streaming 721 1721

Video-streaming 874 1500

File Transfer 864 1500

(Continued)
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Table 3 (continued)

Dataset Type of flow Number of data After data enhancement
VoIP 2291 2291
Total 8044 12116

4.2 Data Preprocessing

In the present study, the ISCX-VPN-nonVPN dataset and the ISCXTor dataset were used. For the
VPN dataset, data format conversion was performed using Wireshark and Weka, converting pcap files
and arff files into csv format. The data were divided into training and testing sets. For the Tor dataset,
the csv files provided in the dataset were directly used. The LabelEncoder function from the sklearn.
Preprocessing package was utilized to convert non-numeric data in both datasets into numeric label
types. The StandardScaler function from the sklearn.preprocessing package was used to standardize
the overall feature data of the dataset, setting the mean to 0 and the variance to 1. The ratio of the
training set to the testing set was 8:2.

4.3 Experimental Evaluation Metrics

In the evaluation of encrypted traffic recognition within the UD-VLD framework, critical
performance metrics were employed, namely accuracy, recall, precision, and Fl-score. Accuracy
gauged the model’s overall performance by quantifying the ratio of correctly identified samples to
the total dataset. Meanwhile, recall measured the model’s specific detection rate, focusing on the ratio
of correctly identified positive samples among all actual positives. Precision evaluated the model’s
classification ability for each category by calculating the ratio of true positive samples to all samples
identified as positive. Lastly, the F1-score, a comprehensive metric, took into account both the model’s
classification accuracy and its ability to detect positive cases, expressed as the harmonic mean of
precision and recall. These metrics, as described by Egs. (8)—(10), relied on variables such as true
positives (TP), false positives (FP), true negatives (TN), and false negatives (FN) to provide a thorough
assessment of the encrypted traffic recognition model’s performance.

TP+ TN
Accuracy = (®)
TP+ FP+ FN + TN
TP
Recall = ————— 9
TP+ FN
TP
Precision = ——— (10)
TP+ FP

_ 2 % Precision * Recall

Fl = (11)

Precision + Recall

5 Results and Discussion
5.1 Training Results of the Model
During the model training process, UD-VLD was subjected to experiments with different numbers

of iterations on the ISCXVPN2016 dataset: 50, 100, 150, 200, and 250 iterations, as shown in Fig. 7.
For the ISXTor2016 dataset, experiments were conducted with 10, 50, 100, and 150 iterations, as
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illustrated in Fig. 8. From the experimental data and analysis, a conclusion can be drawn that when
the number of iterations was set to 200, the model achieved the best training performance on the VPN
dataset, with an accuracy of 0.961 and a loss rate of 0.007, as depicted in Fig. 9. Meanwhile, with 100
iterations, the model achieved the best training performance on the Tor dataset, with an accuracy of
0.990 and a loss rate of 0.003, as shown in Fig. 10.

ISCXVPN2016

Figure 7: The experimental results on the ISCX-VPN-nonVPN dataset with different numbers of
epochs

ISCXTor2016

pmm———

Figure 8: The experimental results on the ISCXTor2016 dataset with different numbers of epochs

5.2 Ablation Experiments and Result Analysis

To assess the effectiveness of UD-VLD in managing unbalanced datasets for traffic recognition,
both ablation and comparative experiments were conducted on the datasets. UD-VLD primarily
comprises VAE, LSTM, and DRN components, each of which can be partially ablated to evaluate
their contributions. The ablation experiments encompassed VAE, VAE-LSTM, DRN, and VAE-
DRN configurations, and the results are presented in Tables 4 and 5. As previously mentioned in the
evaluation metrics, given the proposed model’s focus on multi-class recognition within unbalanced
datasets, precision, recall, and F1-score in the overall experimental results are Macro Averaged. In
the VAE-LSTM ablation experiment, the key difference from the proposed model was the absence of
DRN for neural network layer processing. Results were obtained directly using a softmax classifier,
potentially leading to the problem of gradient vanishing. In the case of DRN ablation, VAE-LSTM
was not employed for handling unbalanced data, which can impact subsequent model training. In the
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VAE-DRN ablation scenario, LSTM was omitted for handling time-based features and extraction,

while other neural network parameters remained consistent with UD-VLD.
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Figure 9: Accuracy and loss rate of UD-VLD on the ISCX-VPN-nonVPN dataset
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Figure 10: Accuracy and loss rate of UD-VLD on the ISCXTor2016 dataset

Table 4: Ablation experiment results on the ISCX-VPN-nonVPN dataset

Ablation experiment Accuracy  Precision Recall F1-score
VAE 0.879 0.811 0.801 0.806
VAE-LSTM 0.871 0.726 0.707 0.683
DRN 0.853 0.830 0.856 0.836
VAE-DRN 0.897 0.806 0.837 0.814
UD-VLD 0.961 0.949 0.947 0.946
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Table 5: Ablation experiment results on the ISCXTor2016 dataset

Ablation experiment Accuracy  Precision Recall F1-score
VAE 0.874 0.882 0.849 0.859
VAE-LSTM 0.951 0.941 0.901 0.915
DRN 0.949 0.932 0.938 0.934
VAE-DRN 0.942 0.943 0.935 0.939
UD-VLD 0.990 0.954 0.953 0.951

In the proposed model, a batch_size of 32 was used, and the optimal number of iterations was 200
for the VPN dataset and 100 for the Tor dataset. The optimizer employed in the model was the Adam
optimization algorithm. Based on the analysis from the tables, an observation can be made that within
the same module, the model using the improved VAE for unbalanced data augmentation showed a
relatively higher Fl-score, precision, recall, and macro average, indicating that data augmentation
played a certain role.

5.3 Analysis of Comparative Experiment Results

In the present study, UD-VLD was compared with five other deep learning models that deal
with unbalanced datasets. The experimental results on the VPN dataset and Tor dataset are shown
in Tables 6 and 7. The parameters of the five compared models, CMTSNN, CSCNN, CostSAE,
GAN-DRN, and Tree-RNN, were all reproduced based on the original descriptions and tuned to
their optimal settings. Nevertheless, the model’s performance in the study did not achieve the optimal
values reported in the original papers. This discrepancy can be attributed to variations in the dataset
categories and differences in feature dimensions, which can impact the model’s performance. As
depicted in the figures, the proposed UD-VLD model exhibited higher overall performance in terms
of accuracy, recall, precision, and F1-score when compared to the other five deep learning models. As
shown in the tables, while CostSAE required less time for training on the VPN dataset, its accuracy
was 8.1% lower compared to UD-VLD, and its precision, recall, and F1-score did not exceed 0.85.

Table 6: Comparison experiment results of ISCX-VPN-nonVPN dataset

Datasets Model Accuracy  Precision  Recall F1-score Total time

ISCX-VPN- CMTSNN [27] 0.942 0.854 0.870 0.859 8349.1s

nonVPN CSCNN [28] 0.897 0.816 0.825 0.816 503.6s
CostSAE [29] 0.874 0.819 0.819 0.810 162.3 s
GAN-DRN 0.918 0.836 0.811 0.820 793.8 s
Tree-RNN [30] 0.923 0.819 0.849 0.826 2549 s

UD-VLD 0.961 0.883 0.903 0.891 295.8s
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Table 7: Comparison experiment results of ISCXTor2016 dataset

Datasets Model Accuracy  Precision  Recall F1-score Total time

ISCXTor CMTSNN [27] 0.970 0.888 0.853 0.863 4412.4 s

2016 CSCNN [28] 0.908 0.873 0.798 0.820 176.3 s
CostSAE [29] 0.875 0.920 0.880 0.896 73.2s
GAN-DRN 0.957 0.880 0.910 0.890 6959 s
Tree-RNN [30] 0.964 0.939 0.934 0.935 181.7 s
UD-VLD 0.990 0.954 0.953 0.951 759 s

Tree-RNN, a deep-learning traffic recognition model that does not employ an enhanced data
augmentation process, was also included. This model was evaluated alongside other deep-learning
traffic recognition models using the augmented dataset. Additionally, GAN-DRN, a method that
leverages GAN for data augmentation, was considered. However, GAN-DRN exhibited longer
processing times and comparatively lower Fl-score and accuracy when compared to UD-VLD.
Consequently, it can be concluded that the proposed model maintains an advantage in recognizing
unbalanced data for traffic classification.

For further comparison with the five deep learning models, the F1-score for each category of
the two datasets after handling unbalanced data was obtained, as shown in Tables 8 and 9. Analyzing
Table 8§ reveals that in multi-class recognition, CMTSNN had an F1-score for the “Browsing” category
that was 0.02 higher than that of UD-VLD. Therefore, the performance of the two models needed
to be evaluated from multiple perspectives. As indicated by the comparative tables in the previous
sections, the training time for the CMTSNN model was significantly longer than UD-VLD, and both
its accuracy and macro average values were lower than UD-VLD. Trading an extensive amount of time
for an improvement in the recognition rate of a single category may not be a favorable decision. In the
remaining six categories, CMTSNN’s F1-scores were not prominent and even fell below 0.8 for one
category. According to the analysis, a conclusion could be drawn that the proposed model UD-VLD
demonstrated stronger and more stable performance.

Table 8: The multi-class traffic recognition results on the ISCX-VPN-nonVPN dataset for different

models

Class CMTSNN CSCNN  CostSAE GAN-DRN Tree-RNN UD-VLD
Browsing (class 0)  0.91 0.87 0.84 0.89 0.89 0.89

Chat (class 1) 0.80 0.73 0.71 0.73 0.70 0.81

FT (class 2) 0.82 0.78 0.80 0.78 0.78 0.85
Streaming (class 3) 0.73 0.65 0.70 0.63 0.71 0.88

P2P (class 4) 0.85 0.83 0.79 0.79 0.79 0.88

Mail (class 5) 0.91 0.87 0.85 0.93 0.92 0.94
VOIP (class 6) 0.99 0.98 0.98 0.99 0.99 0.99

Macro average 0.88 0.82 0.82 0.82 0.83 0.89
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Table 9: The multi-class traffic recognition results on the ISCXTor2016 dataset for different models

Class CMTSNN CSCNN  CostSAE  GAN-DRN Tree-RNN UD-VLD
Audio (class 0) 0.81 0.83 0.86 0.78 0.87 0.95
Browsing (class 1) 0.86 0.90 0.88 0.86 0.91 0.96
Chat (class 2) 0.70 0.64 0.75 0.87 0.81 0.90
Video (class 3) 0.97 0.99 0.97 0.97 0.98 0.98
Mail (class 4) 0.65 0.88 0.85 0.73 0.95 0.95
P2P (class 5) 1.00 1.00 1.00 0.99 1.00 0.97
File (class 6) 0.92 0.95 0.87 0.93 0.97 0.97
VOIP (class 7) 0.99 0.98 0.99 0.99 0.99 0.99
Macro average 0.86 0.90 0.90 0.89 0.94 0.96

Based on the observations from Table 9, several noteworthy insights emerge. In the P2P category,
four deep learning models achieved an impressive F1-score of 1, whereas the F1-score for the proposed
model stood at 0.97. In the Video category, the CSCNN model achieved a slightly higher F1-score than
UD-VLD by 0.01. Notably, all three comparative experiments in the present study, namely CMTSNN,
CSCNN, and CostSAE, incorporated a cost-sensitive matrix. When comparing CSCNN with UD-
VLD by considering time, macro average, recall, and precision, CSCNN exhibited a significantly
longer processing time, requiring an additional 100.4 s, while its accuracy and F1-score were lower
by 0.082 and 0.131, respectively. Examining the macro average and Table 9, it becomes evident that
CSCNN, despite using a cost-sensitive matrix to address data imbalance, encountered difficulties in
identifying certain sample categories, resulting in low F1-scores. Specifically, in identifying the “Chat”
category, Fl-scores for CMTSNN, CSCNN, CostSAE, and Tree-RNN all dropped below 0.8, while
UD-VLD consistently achieved F1-scores above 0.90 for various traffic types. Through this analysis,
it is evident that UD-VLD excels in stable and high-accuracy multi-class sample recognition. This
finding further validates that the proposed model effectively mitigates the impact of unbalanced data
on traffic classification.

5.4 Analysis of ROC Curves

In addition to assessing model applicability and effectiveness based on loss rate and accuracy,
the models were also compared using Fl-score and ROC curves. Fl-score combines precision and
recall, providing a more comprehensive analysis of each model’s performance in traffic identification.
A larger area under the ROC curve (represented by the area value in the graph) indicates better model
performance, approaching 1. Figs. 11 and 12 depict ROC curves for the ISCX-VPN-nonVPN and
ISCXTor2016 datasets, respectively.

Through the ROC curve graphs generated after training each model and their characteristics, a
conclusion could be drawn that UD-VLD had the largest area under the ROC curve (closest to 1) on
both datasets. As such, UD-VLD exhibited the best performance in all comparative experiments.
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Figure 12: ROC curve graphs for four experiments in the ISCXTor2016 dataset

6 Conclusion

In the present study, an encrypted traffic recognition model known as UD-VLD was proposed.
The model is based on deep learning techniques, combining VAE, LSTM, and DRN. The proposed
LSTM-based VAE generates enhanced samples through latent variables and internal probabilistic dis-
tribution transformations and combines these new samples with the original samples to achieve traffic
identification through deep residual networks. This approach effectively achieves data augmentation
and feature extraction, thus mitigating the adverse effects of unbalanced data on model efficiency. It
simultaneously enhances feature extraction efficiency, resolves gradient vanishing issues, and reduces
the loss rate.

The experimental results demonstrate that UD-VLD achieved higher F1-scores and the maximum
AUC values on ROC curves for encrypted traffic recognition compared to other methods. Further,
UD-VLD addresses the challenges of processing encrypted traffic data using traditional ML and DL
methods, proposing a novel approach for encrypted traffic identification. In future endeavors, UD-
VLD holds the potential for adaptation to recognize traffic from multiple channels and real-time
traffic, thereby enabling the tackling of more complex tasks in this domain.
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