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ABSTRACT

In recent years, frequent network attacks have highlighted the importance of efficient detection methods for
ensuring cyberspace security. This paper presents a novel intrusion detection system consisting of a data prepro-
cessing stage and a deep learning model for accurately identifying network attacks. We have proposed four deep
neural network models, which are constructed using architectures such as Convolutional Neural Networks (CNN),
Bi-directional Long Short-Term Memory (BiLSTM), Bidirectional Gate Recurrent Unit (BiGRU), and Attention
mechanism. These models have been evaluated for their detection performance on the NSL-KDD dataset.To
enhance the compatibility between the data and the models, we apply various preprocessing techniques and employ
the particle swarm optimization algorithm to perform feature selection on the NSL-KDD dataset, resulting in an
optimized feature subset. Moreover, we address class imbalance in the dataset using focal loss. Finally, we employ the
BO-TPE algorithm to optimize the hyperparameters of the four models, maximizing their detection performance.
The test results demonstrate that the proposed model is capable of extracting the spatiotemporal features of network
traffic data effectively. In binary and multiclass experiments, it achieved accuracy rates of 0.999158 and 0.999091,
respectively, surpassing other state-of-the-art methods.
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1 Introduction

With the rapid development of Internet technology, there has been an increase in network attacks,
drawing significant attention to network security [1]. The main objective of cyber attacks is to tamper
with or steal sensitive data. Network attacks are classified into active attacks and passive attacks.
Active attacks compromise system integrity and availability, while passive attacks involve hackers
collecting system information by scanning open ports and vulnerabilities [2–4]. Intrusion detection
systems serve as an active defense mechanism by capturing network traffic packets and analyzing
them, ensuring the security of computer systems [5].

Since Denning [6] introduced the first intrusion detection system, many methods have been used
in the field of network security. According to recent research, mainstream IDSs are primarily divided
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into two parts. The first part involves data preprocessing, including feature engineering and handling
data set imbalances. The second part entails the construction of classifiers.

On the other hand, intrusion detection typically faces two scenarios. In the first scenario,
regression-based machine learning methods can be used for intrusion detection and prevention by
analyzing changes in network parameters. For example, historical network data and related intrusion
data can be used for training to build a regression model for predicting changes in network parameters
(e.g., k-barrier [7]). By monitoring real-time network data and comparing it with the predicted results,
potential intrusion behaviors can be detected promptly, and appropriate preventive measures can be
taken, such as blocking abnormal network connections or notifying system administrators.

In the second scenario, machine learning is primarily used for intrusion classification. Intrusion
classification is a supervised learning problem that requires training with known intrusion samples
to establish a classification model that can categorize input data into different intrusion categories.
These intrusion categories may include network scans, malware, denial of service attacks, and more.
Once trained, this model can be used for real-time monitoring of traffic in systems and networks,
categorizing it as normal behavior or potential intrusion behavior for timely response. To enhance
the accuracy of intrusion detection, various machine learning algorithms such as decision trees,
support vector machines, random forests, and more can be utilized. Furthermore, techniques like
feature selection, data preprocessing, and ensemble learning can be employed to further improve the
performance of intrusion detection systems. This paper focuses on the second scenario.

In recent years, machine learning methods have seen rapid development and have become the
mainstream technology in intrusion detection. Machine learning-based intrusion detection systems
face four challenges that affect the performance of model detection. These challenges include high
data dimensionality with a large number of redundant features, data set imbalances, insufficient feature
extraction by classifiers, and classifier hyperparameter issues.

Feature engineering plays a crucial role in reducing dimensionality, training time, and computa-
tional costs associated with dataset features, while also enhancing model performance [8]. Redundant
features within the dataset can cause overfitting during the learning process, resulting in reduced
detection performance of the model [9]. To address the issue of feature redundancy, feature selection
is deemed as the optimal solution. Feature selection involves selecting the most appropriate subset of
features from the dataset to facilitate more effective model training. There are two primary approaches
to feature selection: filters and wrappers. The filter approach utilizes variable ranking techniques
to rank the feature variables, irrespective of the classifier type, and removes irrelevant variables by
applying predefined thresholds [10]. On the other hand, the wrapper approach relies on a classifier
and leverages its predictions to select the most relevant subset of features.

Intrusion detection research often relies on laboratory datasets. However, these datasets often
suffer from data imbalance issues in accurately representing real-world network traffic. Typically, the
number of normal network traffic instances in the dataset far surpasses the instances of attack traffic
belonging to specific categories. Classifiers trained on unbalanced datasets may struggle to identify
minority classes. Therefore, most researchers employ resampling techniques to balance the dataset [11].
However, oversampling and undersampling can lead to overfitting or underfitting problems during
model training.

Network attacks against Internet devices occur frequently, and network attack methods are
constantly updated and upgraded, adding significant detection pressure to intrusion detection systems.
Traditional machine learning-based technologies, such as k-Nearest Neighbors and Naïve Bayes, are
no longer capable [12]. Deep learning technology has shown promise in effectively detecting complex
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and evolving network attacks. However, it still faces challenges, such as insufficient feature extraction
from network traffic [13,14].

To address these challenges, this paper proposes four deep neural network models: Multi-
Conv1d, Multi-Conv1d-Self-attention, Mulit-Conv1d-BiLSTM-Attenion, and Mulit-Conv1d-BiGRU
-Attention. These models fully extract network traffic characteristics and effectively detect various
types of network attacks. They specialize in extracting either spatial or spatio-temporal features from
network traffic data, focusing on key features. Additionally, to tackle the class imbalance problem, we
incorporate focal loss to adjust instance weights, making the model concentrate on difficult-to-classify
samples and improving the detection rate of minority classes.

The main contributions of this paper are as follows:

1. Dimensionality reduction and feature selection using the particle swarm optimization algorithm
to enhance model accuracy, generalization, and running speed.

2. Proposal of four deep learning models that efficiently detect network attacks. Multi-Conv1d,
BiLSTM (BiGRU), and Attention mechanisms are combined to extract spatial and temporal char-
acteristics of network traffic. Attention guidance is employed to prioritize key feature information,
thereby improving model performance and achieving efficient detection.

3. Hyperparameter optimization techniques are employed to achieve the highest model perfor-
mance.

4. Utilization of focal loss function for training the neural network model, addressing the data
set’s imbalance problem.

5. Evaluation of the proposed models on the NSL-KDD dataset, demonstrating superior results
in binary and multi-class experiments compared to other state-of-the-art methods.

The remainder of this article is organized as follows: Section 2 introduces relevant literature on
intrusion detection; Section 3 presents our proposed method; Section 4 describes the experimental
setup and analysis; and finally, Section 5 summarizes our work.

2 Related Works

With the rapid development of machine learning, it is widely used in the field of intrusion detection
to protect the security of computer networks. Some researchers have utilized classical machine learning
algorithms such as RF, SVM, Naïve Bayes (NB), and DT for intrusion detection [15]. Furthermore,
deep learning algorithms such as CNN and RNN have also been applied in this domain [15].This
section provides a review of recent literature pertaining to intrusion detection.

Malibari et al. [16] proposed a novel intrusion detection system. They began by preprocessing
the data using Z-score normalization, employed an improved arithmetic optimization algorithm for
dimensionality reduction and feature selection, used the deep wavelet neural network (DWNN) model
as the foundational classifier, and finally optimized the model’s parameters using quantum behaved
particle swarm optimization (QPSO). Experimental validation was conducted on the CIC-IDS2017
dataset, and the results demonstrated that the proposed approach outperformed other state-of-the-
art methods.

Murali Mohan et al. [17] introduced a new intrusion detection system for cloud environments. It is
primarily divided into four stages: data preprocessing, optimal clustering, feature selection, and attack
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detection. They utilized an optimized Deep Belief Network (DBN) to detect attack types and fine-
tuned the DBN using a new hybrid optimization model (SMSLO). In the validation phase, excellent
results were achieved.

Sukumar et al. [18] introduced an efficient intrusion detection system that utilizes the Improved
Genetic K-means (IGKM) algorithm for detecting attack traffic. Experimental findings demonstrate
that the K-means clustering algorithm achieves higher accuracy when applied to larger datasets.

Kasongo et al. [19] employed a feature selection method based on XGBoost to mitigate the impact
of high-dimensional data on IDS detection performance. By selecting 19 optimal features, the decision
tree (DT) achieved a 2.72% improvement in test accuracy for binary classification.

Ustebay et al. [20] used a random forest classifier combined with recursive feature elimination
to reduce dataset dimensionality and efficiently detect attack traffic in computer networks. Through
experiments conducted on the CIC-IDS2017 dataset, using a Deep Multilayer Perceptron as a
classifier, they achieved an accuracy rate of 91%.

Wu et al. [21] proposed a novel hybrid sampling method to address the issue of detection result
inaccuracies caused by data imbalance. The K-means clustering algorithm and the SMOTE algorithm
were utilized to balance the dataset. Experiments on the NSL-KDD dataset showed that when
enhanced random forest was used as a classifier, the training and test set achieved accuracy rates of
99.72% and 78.47%, respectively.

Man et al. [22] introduced a network intrusion detection model based on residual blocks to tackle
the diminishing detection performance as the number of layers increased in deep neural network-based
intrusion detection systems. By converting network traffic into images and utilizing residual blocks to
construct a deep convolutional neural network, they achieved high performance on the UNSW-NB15
dataset.

El-Ghamry et al. [15] aimed to safeguard the network security of intelligent agricultural equip-
ment. They utilized recursive feature elimination to select important features, converted network
traffic into color images, and inputted them into models such as VGG, Inception, and Xception while
optimizing the hyperparameters using the PSO optimizer. The resulting optimized model achieved a
Precision F1-score on the NSL-KDD dataset with an accuracy exceeding 99%.

Ding et al. [23] addressed the inefficiency of traditional oversampling methods in generating real
samples by proposing a new generative adversarial network model called TACGAN. This model
was used to generate tabular data that simulates real data. Excellent results were obtained through
experiments on the KDDCUP99, UNSW-NB15, and CICIDS2017 datasets.

Laghrissi et al. [24] utilized LSTM for network attack detection and applied PCA and MI to
eliminate irrelevant features. LSTM-PCA achieved outstanding performance on the KDD99 dataset,
with a two-class accuracy of 99.44% and a multi-class accuracy of 99.39%.

Laghrissi et al. [2] employed LSTM in combination with an Attention mechanism to efficiently
detect network attacks. They utilized four methods, including Chi-Square, UMAP, PCA, and MI,
for feature selection and dimensionality reduction. Experiments were conducted on the NSL-KDD
dataset, resulting in a two-class accuracy of 99.09% and a multi-class accuracy of 98.49%.

Othman et al. [25] proposed an intrusion detection system based on SVM. They first preprocessed
the data and then used the ChiSqSelector method to select features, reducing data dimensionality while
improving the running speed and accuracy of SVM. Experimental evaluation was performed on the
KDD99 dataset, demonstrating excellent performance.
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Yin et al. [4] introduced a feature selection method called IGRF-RFE, which involves initial
feature filtering using IG and RF, followed by Recursive Feature Elimination (RFE) for further dimen-
sionality reduction. Experiments on the UNSW-NB15 dataset showed that the multi-classification
accuracy increased from 82.25% to 84.24%.

Akgun et al. [26] proposed a robust intrusion detection system to address security issues in network
communication. They selected the best feature subset using the recursive elimination feature selection
method, preprocessed the data using various preprocessing techniques, and performed experimen-
tal simulations on the CIC-DDoS2019 dataset to detect DDoS attacks. The results demonstrated
exceptional accuracy rates for two-classification (99.99%) and multi-classification (99.30%) using the
proposed CNN model.

3 Proposed Method

The method proposed in this paper is divided into three parts: data preprocessing, model
construction, and experimental verification. Firstly, the dataset is preprocessed. Next, it is fed into the
constructed model. Finally, the trained model is tested and evaluated. The overall structure is depicted
in Fig. 1.
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Classification Result

BO-TPE

Multi-CNN

Multi-CNN-Self-attention

Mulit-CNN-BiLSTM-Attenion

Mulit-CNN-BiGRU-Attention

Model

Train Set

Test Set

Dataset

Label Encoding

Normalization

PSO Feature Selection

Optimal Feature Subset

Data Processing Focal Loss

Figure 1: Architectures implemented in this research

3.1 Feature Selection

3.1.1 Particle Swarm Optimization

Recently, metaheuristic algorithms have gained significant prominence in the field of feature
selection due to their exceptional global search capabilities [27]. Commonly used metaheuristic
algorithms include Genetic-Algorithm (GA), Particle Swarm Optimization (PSO) [28], Whale Opti-
mization Algorithm (WOA) [29], Grey Wolf Optimization (GWO) [30], Simulated Annealing (SA),
and more. Among these, the PSO algorithm has garnered significant attention for its simplicity of
implementation, minimal algorithm parameters, fast convergence, and strong optimization abilities.
Kennedy et al. introduced the Particle Swarm Optimization (PSO) algorithm, which draws inspiration
from the collective behavior of bird groups [28]. In the PSO algorithm, particles simulate bird predation
behavior to find the optimal solution within a spatial range. In the search space, a group of particles
is randomly generated, with each particle representing a candidate problem solution. By adjusting
their speed, particles determine their direction and distance of movement. While moving to a new
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position, particles adjust their state based on their individual best position and the best position of the
group, collectively flying toward the optimal position. Consequently, the entire population discovers
the global optimal solution. Expressing an optimization problem in an N-dimensional space, each
particle explores one dimension to locate the optimum solution. The update process for each particle
is as follows:

Am
i = (am

i1, am
i2, · · · , am

iN) (1)

V m
i = (νm

i1 , νm
i2 , · · ·, νm

iN) (2)

vm+1
ij = kvm

ij + h1s1(pbestm
ij − am

ij ) + h2s2(qbestm
j − am

ij ) (3)

am+1
ij = am

ij + vm+1
ij , j = 1, 2, . . . , N (4)

Here, h1 and h2 are acceleration coefficients, typically used to adjust the convergence speed of the
particle swarm. s1 and s2 are random numbers ranging between 0 and 1, while k represents the inertia
weight, used for balancing global and local search. m denotes the m-th iteration of the algorithm,
pbestm

ij represents the best position recorded by the i-th particle up to the m-th movement, and qbestm
j

represents the best position recorded by the historical movements of the group particles.

Normally, the standard PSO algorithm is employed to solve optimization problems with continu-
ous variables. In contrast, Kennedy and Eberhart proposed a binary PSO for solving discrete problems
[31]. When applied to a binary feature selection problem, ‘1’ indicates the selection of a feature, while ‘0’
signifies the exclusion of a feature. The sigmoid function is utilized to transform the update formula:

am
i,j =

{
1, rand ≤ sigmoid(νm

ij )

0, 1
(5)

sigmoid(νm
ij ) = 1

1 + e−νm
ij

(6)

where rand represents a random number drawn from a uniform distribution between 0 and 1. Fig. 2
outlines the basic flowchart of the particle swarm optimization algorithm.

3.2 Network Construction

Fig. 3 illustrates the Conv1d components of the four proposed models, while Fig. 4 provides an
overview of the architecture of these models. The Multi-Conv1d model is a neural network that utilizes
multi-scale one-dimensional convolutions. Each layer of the network consists of three convolution
kernels of different sizes. Conv1d is well-suited for sequence processing as it slides convolution kernels
of varying sizes over the input sequence, allowing it to capture features at different scales, ranging
from local details to global patterns. Smaller kernels are effective at capturing local details, while
larger kernels can identify longer dependencies. Pooling operations are then applied to reduce the
dimensionality of the data, followed by a fully connected layer for classification purposes.
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Figure 2: The PSO algorithm flow chart
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The Multi-Conv1d-BiLSTM-Attention model incorporates Multi-Conv1d, BiLSTM, and Atten-
tion components. After preprocessing the data, it is inputted into the model. The convolution operation
extracts local spatial features using a sliding window and reduces the model’s parameter count through
weight sharing. The utilization of multiple convolution kernels enables the detection of local features at
different scales, thereby improving model generalization. The introduction of the BatchNormalization
layer ensures that the input distribution of each layer remains consistent during model training. This
addresses the issue of difficult network training, accelerates model convergence, and helps prevent
overfitting. Considering that network traffic follows a time series pattern, the BiLSTM component is
capable of learning bidirectional time dependencies, facilitating effective processing of time series data
and the extraction of time series features from network traffic. The attention mechanism is employed to
guide the model’s focus towards important traffic features, ultimately improving model performance.
The resulting output is the model’s prediction. The Multi-Conv1d-BiGRU-Attention model operates
on a similar principle to the Multi-Conv1d-BiLSTM-Attention model, but with BiGRU containing
fewer parameters than BiLSTM.

The Multi-Conv1d-Self-attention model is a neural network that combines multi-scale Conv1d
and Self-attention. The self-attention mechanism provides a distinct advantage by computing the
correlation between each element in the sequence and others, allowing for the identification of
important features. By placing an attention layer after each multi-scale one-dimensional convolutional
layer, the model can benefit from both multi-scale Conv1d and attention mechanisms, enabling the
simultaneous extraction of spatiotemporal features from network traffic.
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3.2.1 BiLSTM

RNN is effective in processing sequence data, but it faces issues of gradient disappearance and
gradient explosion when training on long sequences. To address these problems, a neural network
model called LSTM [32] has been developed as an improvement on RNN. LSTM units consist of an
input gate, a forget gate, and an output gate, as shown in Fig. 5. They update parameters as follows:

ft = σ(Wf xt + Wf ht−1 + bf ) (7)

it = σ(Wixt + Wiht−1 + bi) (8)

ot = σ(Woxt + Woht−1 + bo) (9)

c̃t = tanh(Wcxt + Wcht−1 + bc) (10)

ct = ft ∗ ct−1 + it ∗ c̃t−1 (11)

ht = ot ∗ tanh(ct) (12)

Here, σ represents the sigmoid function, Wf , Wi, Wo and Wc represent the corresponding weight
matrices, and bf , bi, bo and bc represent the corresponding bias terms.

Figure 5: Structure diagram of LSTM

Bidirectional LSTM (BiLSTM) combines two LSTM networks, one for forward propagation and
one for backward propagation. The outputs of these networks are then concatenated to form the
output of BiLSTM:

�ht = C( �Wt, �ht−1, ct−1) (13)
←
ht = C(Wt,

←
ht−1, ct−1) (14)

ht = [�ht,
←
ht] (15)

Here, C represents the hidden layer of LSTM, and ht represents the output of BiLSTM.

3.2.2 BiGRU

The Gated Recurrent Unit (GRU) neural network [33] is a variant of the Recurrent Neural
Network (RNN) and a simplified version of LSTM. It addresses the long-term memory and gradient
problems in backpropagation [34]. GRU combines the input gate and forget gate of LSTM into an
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update gate, while maintaining the effectiveness of LSTM. The structure is simpler, resulting in faster
model convergence. The structure of GRU is shown in Fig. 6. Parameters in GRU are updated as
follows:

rt = σ(Wr ∗ [ht−1, xt]) (16)

zt = σ(Wz ∗ [ht−1, xt]) (17)

h̃t = tanh(Wh̃ ∗ [rt ∗ ht−1, xt]) (18)

ht = (1 − zt) ∗ ht−1 + zt ∗ h̃t (19)

Here, σ represents the sigmoid activation function, tanh represents the hyperbolic tangent
activation function, rt and zt represent the reset gate and update gate at time t, respectively. Wr, Wz,
and Wh̃ represent the weight matrices of the GRU. ht represents the candidate hidden state at time t,
ht represents the hidden state at time t, and ht−1 represents the hidden state at time (t-1). Fig. 6 shows
the structural diagram of GRU.

Figure 6: Structural diagram of GRU

The traditional GRU only utilizes the previous information of the sequence data. However, by
using BiGRU, we can consider both the past and future states of the time series data when predicting
the current situation. The basic unit of the Bidirectional Gated Recurrent Unit (BiGRU) model
consists of a forward-propagating GRU unit and a backward-propagating GRU unit. BiGRU is
structurally equivalent to the combination of positive and negative GRUs, and the result is jointly
determined by these two GRUs. Fig. 7 shows the structure of BiGRU.
→
ht = GRU(xt,

→
ht−1) (20)

←
ht = GRU

(
xt,

←
ht−1

)
(21)

ht = wt

→
ht + vt

←
ht + bt (22)

Among them, GRU(xt,
→

ht−1) represents the forward propagation of the GRU unit at time t, and

GRU(xt,
←
ht−1) represents the backward propagation at time t. The GRU unit. wt and vt respectively

represent the weights of the forward hidden layer transition
→
ht and the backward hidden layer transition

←
ht corresponding to BiGRU at time t, and bt represents the bias at time t.
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Figure 7: Structure diagram of BiGRU

3.2.3 Attention

In recent years, the attention mechanism has been widely used in machine translation [35].
It is designed to allow the model to focus on important information rather than all information,
effectively improving model performance [36]. Traditionally, machine translation encodes the entire
input sentence into a fixed-length vector, and then decodes the translation using an encoder-decoder
method. In [37], an attention mechanism was proposed, which allows the model to focus only on
the relevant information and generate the next target without encoding the entire source sentence
into a fixed-length vector. This improves the translation system’s performance when dealing with
long sentences and avoids the need to pay attention to the entire input information. The attention
mechanism establishes connections between the context vector and the entire source input, and the
weights of these connections enable the model to pay more attention to important parts of the input.
Multiple attentions are represented by calculating weights α(t,1), α(t,2),..., α(t,t). The context vector
Ci of the output yi is computed as a weighted sum of these annotations hi:

Ci =
∑Tx

j=1
αijhj (23)

The weight αij of each annotation hj is computed by the softmax function:

αij = exp
(
eij

)
∑Tx

k=1 exp(eik)
(24)

where

eij = a(si−1, hj) (25)

The function a(si−1, hj) describes the matching ability between the input around position j and
the output at position i. The attention mechanism is introduced to give different attention to the
information output by the hidden layer of GRU.

3.2.4 Self-Attention

The Self-Attention mechanism [36] can be used to extract the temporal characteristics of network
traffic, and its main formula is:

Attention(Q, K, V) = softmax
(

QKT

√
dk

V
)

(26)

where
√

dk represents the scaling factor.
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3.2.5 Batch Normalization

The training process of deep neural networks is complex. The distribution of each batch of training
data varies, and the network needs to adapt to different distributions in each iteration, which can slow
down the convergence of the model. Batch Normalization [38] addresses these issues. It normalizes the
data of the upper layer, bringing it into a unified interval and ensuring consistency in the input data
distribution. It speeds up the convergence speed of model training, stabilizes the training process, and
improves model accuracy. B = {x1...m} represents m activation values in the mini-batch, and γ and β

are the parameters to be learned. First, calculate the mean and variance of B:

μB ← 1
m

∑m

i=1
xi (27)

σ 2
B ← 1

m

∑m

i=1
(xi − μB)2 (28)

Second, normalize each activation value:

x̂i ← xi − μB√
σ 2
B + ε

(29)

Finally, process each activation value with γ and β:

yi ← γ x̂i + β (30)

3.3 Focal Loss

Focal loss is a known technique used to address category imbalance in machine learning,
particularly in the context of deep learning models. In classification problems, the commonly used
loss function is cross-entropy loss, which treats all categories equally. However, this approach may
neglect minority class instances and bias the model towards the majority class.

In the field of intrusion detection, imbalanced datasets are prevalent, which can significantly
impact classification results. Focal loss is an improvement over cross-entropy loss that introduces two
adjustment factors, α and γ , to address this issue. These factors allow the model to focus on learning
the minority class by adjusting the sample weights and difficulty.

The cross-entropy loss function is extensively used in deep learning classification. For binary
classification, the binary cross-entropy loss can be defined as:

L(y, ŷ) = −(ylog(ŷ) + (1 − y)log(1 − ŷ)) (31)

Here, y represents the true label and ŷ represents the predicted value. This formulation can be
extended to multi-classification, where the multi-class cross-entropy loss function is defined as:

L = 1
N

∑
i
Li = − 1

N

∑
i

∑M

c=1
yiclog(pic) (32)

In the above equation, M denotes the number of categories, pic represents the predicted probability
that sample i belongs to category c, and yic is a binary indicator (0 or 1) that indicates whether the true
category of sample i is c.
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The simplified expression for binary classification cross-entropy loss is:

CE(p, y) =
{−log(p), if y = 1
−log(1 − p), otherwise (33)

Here, y = +1 or y = −1 corresponds to positive and negative samples, respectively, and p represents
the probability of positive samples. To simplify notation, pt is defined as:

pt =
{

p if y = 1
1 − p otherwise, (34)

In 2017, Lin et al. [39] introduced the focal loss function, which has gained popularity in computer
vision applications to address imbalanced dataset issues. In our approach, we employ the focal loss
function to train the deep model, effectively mitigating the impact of sample imbalance during training.
Focal loss is a modification of the standard cross-entropy loss. By reducing the weight assigned to easily
classifiable samples, the model can pay greater attention to challenging samples during training. The
focal loss function can be defined as:

Loss = −αt(1 − pt)
γ log(pt) (35)

Here, (1 − pt)
γ serves as a modulating factor that reduces the weight of easily classifiable samples,

and αt represents a weight factor used to address class imbalance.

3.4 BO-TPE

Hyperparameter tuning can generally be classified into four types: traditional manual tuning,
grid search, random search, and Bayesian search. Manual parameter tuning heavily relies on expe-
rience and can be time-consuming. Neither grid search nor random search effectively utilize the
correlation between different hyperparameter combinations. Bayesian Optimization is an adaptive
method for hyperparameter search that predicts the next combination likely to yield the greatest benefit
based on the previously tested hyperparameter combinations. In this study, we employ the Bayesian
Optimization-Tree Parzen Estimator (BO-TPE) [40] technique to tune the model’s hyperparameters.
BO-TPE demonstrates excellent global search capability and avoids falling into local optima. Random
search is used during the initial iteration, where samples are drawn from the response surface to
establish the initial distribution {θ i, yi}(i = 1, 2, . . . , Ninit), where θ and y respectively represent the
hyperparameter set and the corresponding value on the response surface. Two density functions,
Prog(θ) and Prob(θ), are created within BO-TPE as the generative model for variables [41]. Good
samples are distinguished from bad samples based on a predefined threshold y′, as follows:

p(θ | y) =
{

Prog(θ) if y < y′

Prob(θ) if y ≥ y′ (36)

Next, the Expected Improvement (EI) is calculated for each step:

El(θ) = Prog(θ)

Prob(θ)
(37)

Finally, the best hyperparameter values are selected by maximizing EI. Fig. 8 illustrates the flow
diagram of BO-TPE.
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Figure 8: Flowchart of BO-TPE

When optimizing the hyperparameters of the neural network model using BO-TPE, the primary
hyperparameters to be tuned typically include batch size, learning rate, and dropout rate. Batch size
represents the number of training samples used in each iteration, learning rate indicates the step size
at each iteration, and dropout rate represents the probability of randomly deactivating neurons within
the neural network.

4 Experiments and Results
4.1 Hardware and Environment Setting

We conducted our experiments on desktops equipped with the Windows Server 2019 operating
system, 128 GB of RAM, an Intel(R) Xeon(R) Silver 4214 processor, and an RTX 3090 graphics card.
To verify the feasibility of the proposed model, we used the Keras 2.3.1 deep learning framework and
programmed in Python 3.7. The detailed experimental parameter configuration is presented in Table 1.
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Table 1: Experimental environment

Environment Value

Operating system Windows server 2019
Processor Intel(R) Xeon(R) Silver 4214
GPU RTX 3090
RAM 128 GB
Programing language Python 3.7
Deep learning framework Keras 2.3.1

4.2 Evalution Metrics

In this paper, we use accuracy rate, recall rate, precision, precision recall, and F1-score as
evaluation indicators to measure the performance of the proposed model. These indicators are
represented by true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN).

Accuracy = TP + TN
TP + TN + FP + FN

(38)

Precision = TP
TP + FP

(39)

Recall = TP
TP + FN

(40)

F1 − score = 2 ∗ precision ∗ recall
precision + recall

(41)

The specific definitions of TP, FP, FN, and TN in the field of intrusion detection are as follows:
TP refers to the classification of an actual attack category as an attack category. FP refers to the
classification of an actual normal category as an attack category. FN refers to the classification of
an actual attack category as a normal category. TN refers to the classification of an actual normal
category as a normal category. The confusion matrix formed by TP, FP, FN, and TN is depicted in
Table 2, which visualizes the performance of detection.

Table 2: The confusion matrix

Predicted

Intrusion Normal

Actual Intrusion TP FN
Normal FP TN

4.3 Dataset

This article utilizes the NSL-KDD dataset as the experimental dataset. The data distribution and
specific attack types are presented in Tables 3 and 4. The NSL-KDD [42] dataset is an enhanced
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version of KDDCup99, which eliminates duplicate data. It consists of a training set (KDDTrain+)
with 125,973 samples and a test set (KDDTest+) with 22,544 samples. The NSL-KDD dataset has
been provided by the University of New Brunswick. It encompasses four attack types: Denial of Service
(DoS), Probing attacks (Probe), Remote to Local (R2L), and User to Root (U2R).

Table 3: Distribution of NSL-KDD training set and testing

Type Count Training set Test set

Normal 77232 61764 15468
DoS 53387 42700 10687
Probe 14077 11276 2801
R2L 3702 2967 735
U2R 119 106 13
Total 148517 118813 29704

Table 4: The types of attacks contained in each category

Attack category Dos Probe R2L U2R

Attack types

Apache2 ipsweep Fpt_write Buffer_overflow
back mscan guess_passwd loacmodule
land nmap httptunnel perl
mailbomb portsweep imap ps
neptune saint multihop rootkit
pod satan named sqlattack
processtable phf xterm
smurf sendmail
teardrop snmpgetattack
udpstorm spy
worm Snmpguess

warezclient
warezmaster
xlock
xsnoop

Total 11 6 15 7

4.4 Data Preprocessing

Before inputting data into the model, the original dataset needs to undergo appropriate prepro-
cessing. Data processing can be divided into four steps: label encoding, data normalization, and feature
selection.



CMC, 2024, vol.78, no.2 2011

4.4.1 Label Encoding

The ‘protocol_type’, ‘service’, and ‘flag’ in NSL-KDD are character-type data. To convert them
into numerical types, we use LabelEncoder for encoding.

4.4.2 Data Normalization

Once all features are converted into numerical values, the datasets need to be normalized. In this
paper, we employ the Min-Max regularization method to scale the data between [0,1]. This helps reduce
the adverse effects caused by singular sample data.

x′ = x − xmin

xmax − xmin

(42)

4.4.3 Feature Selection

To enhance the model’s generalization ability and prediction performance, we perform feature
selection on the NSL-KDD dataset to remove redundant features and reduce computational overhead.
For the PSO algorithm, the total population size is set to 50, and the number of iterations is set to 20.
Both h1 and h2 are configured as 2, and k is set to 0.9. The PSO algorithm is utilized for this purpose,
resulting in the selection of the 28 best features, as shown in Table 5.

Table 5: The optimal feature subset of NSL-KDD

Number Feature Number Feature

1 duration 15 count
2 service 16 srv_count
3 flag 17 rerror_rate
4 src_bytes 18 same_srv_rate
5 dst_bytes 19 diff_srv_rate
6 land 20 dst_host_count
7 urgent 21 dst_host_srv_count
8 logged_in 22 dst_host_same_srv_rate
9 root_shell 23 dst_host_diff_srv_rate
10 su_attempted 24 dst_host_same_src_port_rate
11 num_root 25 dst_host_srv_diff_host_rate
12 num_file_creations 26 dst_host_srv_serror_rate
13 num_outbound_cmds 27 dst_host_rerror_rate
14 is_host_login 28 difficulty_level

4.5 Hyperparameter Optimization

During the experiment, we adopt the BO-TPE technique to adjust the model parameters. The
parameter settings used in the search process are presented in Table 6. Parameters such as batch size,
learning rate, and dropout rate are optimized to determine their optimal values.
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Table 6: Hyper-parameter configuration of model

Hyper-parameter Search range Optimal value

Batch size [32, 256] 256
Learning rate [0.001, 0.1] 0.001
Dropout rate [0.1, 0.5] 0.3

4.6 Experimental Performance Evaluation

During the experiment, we divided the NSL-KDD dataset into a training set and a test set with
proportions of 80% and 20%, respectively. The hyperparameters of the model were optimized using
the BO-TPE method. In the field of intrusion detection, two scenarios are typically used to evaluate
model performance: binary classification and multi-classification.

4.6.1 Binary Classification

In the binary classification scenario, the network traffic is divided into normal traffic and
attack traffic. We evaluated four models and obtained the following results, as shown in Fig. 9.
The Multi-Conv1d-Self-Attention model achieved the lowest performance in the binary classification
experiment, with all four metrics at 0.99835. The best performance in the two-classification experiment
was achieved by the Multi-Conv1d-BiLSTM-Attention model, with accuracy, precision, recall, and
F1-score of 0.999158, 0.999159, 0.999158 and 0.999158, respectively. The Multi-Conv1d-BiLSTM-
Attention model outperformed the Multi-Conv1d-BiGRU-Attention model by approximately 0.0001
in all four metrics. The confusion matrices of the four models for binary classification are shown
in Fig. 10, where (a), (b), (c), and (d) represent Multi-Conv1d, Multi-Conv1d-Self-Attention, Multi-
Conv1d-BiGRU-Attention, and Multi-Conv1d-BiLSTM-Attention, respectively.

Multi-Conv1d
Multi-Conv1d-Self-

Attention
Multi-Conv1d-

BiGRU-Attention
Multi-Conv1d-

BiLSTM-Attention

Accuracy 0.998889 0.99835 0.999057 0.999158

Precision 0.998889 0.99835 0.999057 0.999159

Recall 0.998889 0.99835 0.999057 0.999158

F1-score 0.998889 0.99835 0.999057 0.999158

0.9978

0.998

0.9982

0.9984

0.9986

0.9988

0.999

0.9992

0.9994

Accuracy Precision Recall F1-score

Figure 9: Binary classification results of the four proposed models on NSL-KDD
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Figure 10: Binary classification confusion matrix diagram

4.6.2 Multi-Class Classification

In the multi-classification scenario, we classified the network traffic into multiple attack types
along with the normal traffic. The experimental results and model parameters for the four models are
shown in Figs. 11 and 12, respectively. It can be observed from the table that all four proposed models
achieved a high accuracy of above 0.99, indicating their effectiveness in extracting features from the
data and accurately predicting the categories. Additionally, the similar structures of the models resulted
in very close values for each metric.
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Multi-Conv1d
Multi-Conv1d-Self-

attention
Multi-Conv1d-

BiGRU-Attention
Multi-Conv1d-

BiLSTM-Attention

Accuracy 0.998687 0.998316 0.99899 0.999091

Precision 0.998691 0.998325 0.998993 0.999092

Recall 0.998687 0.998316 0.99899 0.999091

F1-score 0.998687 0.998319 0.998987 0.999091

0.9978

0.998

0.9982

0.9984

0.9986

0.9988

0.999

0.9992

Figure 11: Results of multi-classification of the proposed four models on NSL-KDD
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Multi-Conv1d-
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BiLSTM-
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Figure 12: Model parameter quantity

The Multi-Conv1d-BiLSTM-Attention model performed best in all four metrics, demonstrating
the advantages of incorporating BiLSTM and Attention mechanisms. The Multi-Conv1d model
extracted spatial and local features at different scales, while BiLSTM captured the temporal relation-
ships in the network traffic data through forward and backward modeling. The attention mechanism
enabled the model to focus on important features. By combining these three components, the
model effectively extracted spatiotemporal features and maximized classification performance. The
Multi-Conv1d-BiGRU-Attention model ranked second, potentially due to the simpler structure of
BiGRU compared to BiLSTM, which resulted in slightly weaker handling of long dependencies. The
performance of Multi-Conv1d was slightly lower than that of Multi-Conv1d-BiLSTM-Attention and
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Multi-Conv1d-BiGRU-Attention since timing features were not extracted. The Multi-Conv1d-Self-
Attention model, being relatively simple and having the fewest parameters, exhibited the worst perfor-
mance. The number of parameters for the Multi-Conv1d-BiLSTM-Attention model was the highest at
401,939, while the Multi-Conv1d-Self-Attention model had the lowest at 203,909. Combining Figs. 11
and 12, we observed a direct proportional relationship between the number of model parameters and
model performance. Model parameters also had an impact on the performance to some extent, with
models having a larger number of parameters exhibiting stronger learning ability and better feature
extraction.

In both the Multi-Conv1d-BiLSTM-Attention and Multi-Conv1d-BiGRU-Attention architec-
tures, an Attention mechanism is employed. The Multi-Conv1d-BiLSTM and Multi-Conv1d-BiGRU
structures often struggle to fully utilize the spatiotemporal information in the input, potentially leading
to information loss or confusion. However, the introduction of the Attention mechanism addresses
this issue. The Attention mechanism enables the model to automatically learn the crucial segments
within the input sequence, enhancing the model’s focus on these segments. During each step of the
model’s computation, the Attention mechanism assesses the importance of different segments within
the input sequence and assigns corresponding weights to each of them. These weights express the
contribution of different segments in the input sequence to the current computation. By utilizing these
attention weights, the model can concentrate more on input segments with higher weights during each
computation step, thereby extracting more valuable features. In the context of intrusion detection,
the Attention mechanism can assist the model in better capturing important features and anomalous
patterns within network traffic data.

The confusion matrices for the two classifications of the four models are shown in Fig. 13, where
(a), (b), (c), and (d) represent Multi-Conv1d, Multi-Conv1d-Self-Attention, Multi-Conv1d-BiGRU-
Attention, and Multi-Conv1d-BiLSTM-Attention, respectively.

Figure 13: (Continued)
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Figure 13: Multi-class confusion matrix diagram

Figs. 14–16 display the Precision, Recall, and F1-score achieved by the four models when
classifying specific attack types in the dataset. The table highlights that Normal, DoS, and Probe have
higher values for all three indicators, whereas U2R and R2L have lower values. Since Normal, DoS,
and Probe have numerous variations, the models can effectively learn the characteristic representation
of the data and perform accurate detection. Conversely, U2R and R2L have limited types, resulting in
the models struggling to fully learn the feature representation and thus lower values are observed.

0.94 0.95 0.96 0.97 0.98 0.99 1

Multi-Conv1d

Multi-Conv1d-Self-attention

Multi-Conv1d-BiLSTM-Attention

Multi-Conv1d-BiGRU-Attention

U2R R2L Probe DoS Normal

Figure 14: Precision of attack types
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Multi-Conv1d-Self-attention

Multi-Conv1d-BiLSTM-Attention

Multi-Conv1d-BiGRU-Attention

U2R R2L Probe DoS Normal

Figure 15: Recall of attack types

0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99 1
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Multi-Conv1d-BiLSTM-Attention

Multi-Conv1d-BiGRU-Attention

U2R R2L Probe DoS Normal

Figure 16: F1-score of attack types

4.6.3 Comparison with Other Methods

To establish a comparison with traditional machine learning methods, we evaluated NB,
AdaBoost, LogisticRegression, and LightGBM. Fig. 17 demonstrates that LightGBM performs the
best among these methods, with an accuracy of 0.979531. However, our proposed method outperforms
all the traditional machine learning methods, achieving an accuracy of 0.999091. To further validate
the performance of our proposed model, we compared it with other advanced methods, and the
experimental results are presented in Table 7. Across all four metrics, our proposed model surpasses
the other methods.
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0.790768
0.915836 0.960443 0.979531 0.999091

0.837384
0.913852 0.959721 0.980154 0.999092

0.790768

0.915836
0.960443 0.979531 0.999091

0.804478

0.913989
0.959935 0.979663 0.999091

NB AdaBoost LogisticResgresion LightGBM Proposed Model

Accuracy Precision Recall F1-score

Figure 17: The comparison of the proposed model with existing machine learning methods

Table 7: The comparison of the proposed model to the state of the art results

Author Year Accuracy (%) Precision (%) Recall (%) F1-score (%)

Benmessahel et al. [43] 2018 98.21 – 96.25 –
Kunhare et al. [44] 2022 99.44 – 99.36 –
Gupta et al. [45] 2022 99.52 97.55 96.78 97.16
Gu et al. [46] 2021 99.36 – 99.25 –
Xiao et al. [5] 2019 99.529 – 99.529 99.541
Sinha et al. [47] 2020 99.22 – 98.882 –
Li et al. [48] 2022 96.3 – 97.1 –
Dina et al. [49] 2023 99.66 99.66 99.66 99.66
Cao et al. [50] 2022 99.69 99.65 99.69 99.70
Proposed model – 99.91 99.91 99.91 99.91

Additionally, we compared the per-category recall of our proposed IDS with other IDSs on the
NSL-KDD dataset. Table 8 illustrates that our proposed IDS exhibits higher recall rates for each
category, particularly for R2L and U2R, when compared to other IDSs.

Table 8: The comparison recall for each category on the NSL-KDD dataset

IDSs Recall
Normal (%) Dos (%) Probe (%) R2L (%) U2R (%)

Bamakan et al. [51] 99.13 98.84 89.29 67.84 40.38
Xiao et al. [5] 98.32 99.86 97.51 96.33 47.06

(Continued)
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Table 8 (continued)

IDSs Recall
Normal (%) Dos (%) Probe (%) R2L (%) U2R (%)

Xiao et al. [5] 99.43 99.87 99.21 96.64 64.71
Bedi et al. [52] 89.10 86.80 77.40 32.80 50.80
Javadpour et al. [53] 97.10 97.20 83.02 15.50 16.15
Proposed IDS 99.96 99.95 99.71 100.00 99.05

Finally, one of our models was selected for experiments on the U2R category within the NSL-
KDD dataset, utilizing two distinct loss functions: cross-entropy loss and focal loss. We proceeded
to compare the performance of these two loss functions in the context of multi-class classification
tasks, considering metrics such as Precision, Recall, and F1-score. The results are summarized in
Table 9. From the data in the table, it is evident that the Recall for the U2R category improved
significantly, rising from 0.916666 to a perfect 1.0. Moreover, Precision and F1-score also exhibited
notable enhancements. During training with the cross-entropy loss function, the model had a tendency
to accurately predict majority class samples while neglecting minority class samples. However, focal
loss is a modification of the standard cross-entropy loss function that reduces the weight of easily
classified samples. This modification encourages the model to focus more on challenging-to-classify
samples during training.

Table 9: Detection rate of the U2R category under different loss functions in the model

Loss Precision (%) Recall (%) F1-score (%)

Cross-entropy loss 0.936170 0.916666 0.926315
Focal loss 0.958333 1.0 0.978723

5 Conclusion

In this paper, we present an intrusion detection method based on a deep neural network
model. We utilize the NSL-KDD dataset, which comprises five different network traffic types. Four
proposed models, namely Multi-Conv1d, Multi-Conv1d-Self-Attention, Multi-Conv1d-BiLSTM-
Attention, and Multi-Conv1d-BiGRU-Attention, are employed for validation. Using a particle swarm
optimization algorithm, we select the most important 28 features from a pool of 42. Among these
four models, Multi-Conv1d-BiLSTM-Attention, through the combination of multi-scale Conv1d,
BiLSTM, and Attention mechanisms, effectively extracts spatiotemporal features from network traffic
data. We incorporate a Batch Normalization (BN) layer into the model to accelerate convergence and
prevent overfitting, ultimately performing classification using a softmax function. We address the
issues of data imbalance and model hyperparameter optimization using the Universal Focal Loss and
Bayesian Optimization with Tree-structured Parzen Estimator (BO-TPE). The results in binary and
multi-class classification show the highest accuracy, with values of 0.999158 and 0.999091, respectively.
However, it is worth noting that the model has the highest parameter count, totaling 401,939. This
implies that utilizing this model necessitates more significant computational resources. Although
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Multi-Conv1d-Self-Attention exhibits the poorest performance among the four models, it has the
lowest parameter count, making it more suitable for operation in resource-constrained environments.
In practical applications, the choice of the most suitable model should be based on resource constraints
and performance requirements. Nevertheless, this also suggests that in the future, there is a need to
explore model architectures with higher performance and lower resource consumption to enhance the
availability of intrusion detection methods.
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