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ABSTRACT

Due to the complex environment of the university laboratory, personnel flow intensive, personnel irregular
behavior is easy to cause security risks. Monitoring using mainstream detection algorithms suffers from low
detection accuracy and slow speed. Therefore, the current management of personnel behavior mainly relies on
institutional constraints, education and training, on-site supervision, etc., which is time-consuming and ineffective.
Given the above situation, this paper proposes an improved You Only Look Once version 7 (YOLOV?7) to achieve the
purpose of quickly detecting irregular behaviors of laboratory personnel while ensuring high detection accuracy.
First, to better capture the shape features of the target, deformable convolutional networks (DCN) is used in the
backbone part of the model to replace the traditional convolution to improve the detection accuracy and speed.
Second, to enhance the extraction of important features and suppress useless features, this paper proposes a new
convolutional block attention module_efficient channel attention (CBAM_E) for embedding the neck network
to improve the model’s ability to extract features from complex scenes. Finally, to reduce the influence of angle
factor and bounding box regression accuracy, this paper proposes a new «-SCYLLA intersection over union (a-
SIoU) instead of the complete intersection over union (CloU), which improves the regression accuracy while
increasing the convergence speed. Comparison experiments on public and homemade datasets show that the
improved algorithm outperforms the original algorithm in all evaluation indexes, with an increase of 2.92% in the
precision rate, 4.14% in the recall rate, 0.0356 in the weighted harmonic mean, 3.60% in the mAP@0.5 value, and a
reduction in the number of parameters and complexity. Compared with the mainstream algorithm, the improved
algorithm has higher detection accuracy, faster convergence speed, and better actual recognition effect, indicating
the effectiveness of the improved algorithm in this paper and its potential for practical application in laboratory
scenarios.
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1 Introduction

For several years, in higher education, the laboratories of major universities carried out teaching
and scientific research tasks in an important place, due to the variety of equipment, and the quantity
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of large and varying levels of operators, there are many safety hazards, especially all kinds of chemical
and biological, electrical and mechanical laboratories, is very easy to cause safety accidents due to
irregular behavior of personnel. In the past decade, more than 10,000 safety accidents of various types
have occurred in laboratories of colleges and universities nationwide, resulting in nearly 100 casualties
[1]. In February 2023, the Ministry of Education of the People’s Republic of China in the issuance of the
“Safety Code for Laboratories in Higher Educational Institutions” made it clear that: the laboratories
of colleges and universities should establish and improve the safety classification and classification
management system, and the experimental personnel using the laboratories should sign the safety
responsibility book or letter of commitment, and the use of the important hazardous sources should
be carried out first Risk assessment [2].

At present, university laboratory managers will develop laboratory safety guidelines according
to the characteristics of the laboratory research task, such as general laboratory are prohibited from
smoking, chemical, and biological laboratories are prohibited from eating and drinking, mechatronics
laboratories are prohibited from doing phone calls, play cell phones and other distractions. However,
due to the complexity of the laboratory environment, personnel to and from the intensive safety
management work mainly rely on institutional constraints, education and training, and on-site
supervision, there are management difficulties, high cost, low efficiency, and other issues, personnel
irregularities occur frequently, and are very likely to cause safety hazards. According to Heinrich’s
theoretical model, it is known that about 85% to 90% of safety accidents are induced by human
irregular behavior [3]. Therefore, to reduce the safety hazards brought by personnel’s irregular behavior
in the laboratory, there is a pressing need for low-cost, intelligent monitoring means to effectively detect
laboratory personnel’s irregular behavior.

As deep learning rapidly advances, Two main forms of object detection technologies exist one-
stage detection algorithms and two-stage detection algorithms. The region-based convolutional neural
network (R-CNN) [4], Fast R-CNN [5], Faster R-CNN [0], etc. are examples of two-stage detection
algorithms. Although the training period is lengthy and the detection speed is low, the model’s
detection precision is good. Single Shot MultiBox Detector (SSD) [7], You Only Look Once (YOLO)
series, etc., are examples of one-stage detection algorithms. Although compared to the Two-stage,
the model’s detection precision has fallen, training time has been significantly reduced, and detection
speed has improved noticeably.

At present, many scholars domestic and overseas have applied the above object detection algo-
rithms in practical scenarios. Rashmi et al. [8] proposed a real-time student monitoring system that is
based on a transfer learning approach using YOLOV3 for student action recognition and localization in
computer lab scenarios. Liu [9] proposed a three-dimensional convolutional network-based personnel
unsafe behavior pattern recognition method for preventing safety accidents in chemical laboratories
and defined five typical laboratory personnel unsafe behaviors. Huang [10] realized the purpose of
identifying unsafe behaviors of chemical laboratory personnel by integrating attention mechanism
and Vision transformation in the time-domain segmentation network according to the actual scene
requirements of the chemistry laboratory. Cao et al. [11] improved the algorithm detection precision
by designing the feature pyramid network (FPN) and path aggregation network (PAN) structure
based on YOLOVS5 [12], but increased the number of model parameters and reduced the detection
rate. Bodla et al. [13] improved the model’s detection rate of hidden targets by improving the target
prediction frame score strategy and increasing the quantity of target prediction frames. Hu et al. [14]
proposed a YOLOv5n-based detection algorithm for detecting underwater trash, which aims to
improve the accuracy of underwater garbage detection by modifying the backbone network and the
feature pyramid structure to enhance the feature extraction capability of the model for the complex
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underwater environment with insufficient light, and by optimizing the loss function. Niu et al. [15],
based on the YOLOvVS5 model, proposed to adopt MobileViT as the network framework and drew
into the attention mechanism and the focal efficient intersection over union (EloU) to enhance the
target recognition and localization accuracy. Wu et al. [16] proposed a more suitable ship-sized anchor
frame to replace the fixed anchor frame used in the traditional YOLOv7 model [17] and introduced
a novel multi-scale feature fusion module to enhance the precision of ship detection and recognition.
Based on the YOLOV7 algorithm, Wang et al. [18] proposed an algorithm TBC-YOLOV7 for tea bud
classification and detection in a complex context, which added a transformer structure to promote self-
attention learning and enhance the integration of global feature information. Khan et al. [19] utilized
the collaborative techniques of blockchain, IoT, and artificial intelligence with machine learning to
design a blockchain with a permissionless network structure that supports IoT to address the issues
of integrity, transparency, and reliability that exist in cross-chain platforms. Khan et al. [20] proposed
a sawtooth framework for a blockchain-based Hyperledger. It enables the exchange of information
between connected devices in the Industrial Internet of Things with limited resource utilization.

At present, for the specific scenario of the laboratory, due to its complex environment, and dense
personnel traffic, behavior is easy to obscure, for the management of personnel irregular behavior
still mainly relies on institutional constraints, education and training, on-site supervision, and other
ways to carry out, which is both time-consuming and laborious, and will be mainstream algorithms
applied in the laboratory scenarios generally have low detection accuracy, slow speed problems, is very
prone to omission, misjudgment situation. Therefore, there is an urgent need for an efficient detection
algorithm for personnel irregular behavior in laboratory scenarios to solve this problem. As shown in
Fig. 1, it is a common laboratory scene.

Figure 1: Laboratory scene

To address the aforementioned issues, this paper proposes an improved YOLOV7 target detection
algorithm, targeting the corresponding characteristics of laboratory scenarios and personnel behav-
iors, from the convolution method, attention mechanism, and loss function to improve the detection
accuracy based on reducing the number of parameters and complexity of the model, to achieve the
purpose of real-time monitoring of laboratory personnel behavior.

The following are the primary cited in this paper:

(1) To address the issue of insufficient feature extraction in the target area in laboratory scenarios
due to a large number of personnel and dense comings and goings, we utilize DCN [21] to replace the
traditional convolution, which enhances the model’s ability to capture the target features and reduces
the model complexity.

(2) To address the issue of difficult detection of people’s behavior after being occluded in
laboratory scenarios, this paper adds the CBAM_E attention module to the two effective input layers
of the neck network to strengthen the model’s ability to extract important features of the target,
suppressing the useless features, and improving the detection rate in the complex laboratory scenarios.
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(3) To address the issue of the camera angle factor on target detection and the weighted
optimization of the bounding box regression accuracy in laboratory scenes, this paper replaces the
bounding box loss function CloU [22] with «-SToU [23] to more accurately measure the bounding box
overlap situation, and to improve the model convergence speed and detection precision.

(4) To verify whether the algorithm’s effectiveness has been improved, this paper combines the
public dataset and the homemade dataset to train and verify the algorithm and test the algorithm
in real laboratory scenarios. Compared with other traditional algorithms, the detection speed and
precision of the improved algorithm are significantly improved, and the test results are the best, fully
demonstrating the efficacy of the algorithm enhancement suggested in this paper.

2 YOLOVvV7 Algorithm Introduction and Optimization
2.1 YOLOv7 Algorithm

The YOLOV7 algorithm is a new generation of the YOLO family of algorithms proposed by Alexey
Bochkovskiy’s team in July 2022. It is based on YOLOvVS5 with the main aim of optimizing the speed
and accuracy of the model. Four parts make up the algorithm: Input, Backbone, Neck, and Head
Prediction.

The input part is mainly to reduce or enlarge the input image to a fixed size to meet the input size
criteria set by the backbone part.

The backbone part includes three components: the CBS module, the efficient local attention
network (E-ELAN) module and the mixed precision convolutional (MPConv) module. The CBS
module consists of the convolution layer, the BN layer with the silu function, and the E-ELAN module
is constructed by splicing multiple CBS modules together. The MPConv module is formed by splicing
the CBS module and the Maxpool.

The neck part adopts the spatial pyramid pooling with cross-stage partial convolution (SPPC-
SPC) structure [24], which calculates the information of the target’s category, location, and size by
convolution operation based on the pixel information in the input Feature Map and performs feature
extraction.

The head prediction part processes the feature maps extracted from the backbone part and the
neck part, then combines all the prediction results into a target frame to obtain the final predicted
target [25,26]. The system structure is shown in Fig. 2.

2.2 Attention Mechanism

Deep learning has made extensive use of attention mechanisms, particularly in computer vision
and natural language processing, it can effectively solve the trade-off between computational resources
and precision due to the excessive amount of information when dealing with long sequences or complex
data structures [27].

Attention mechanisms in deep learning can be categorized into three major groups: global
attention mechanisms, local attention mechanisms, and self-attention mechanisms [28]. Among them,
the global attention mechanism assigns weights between 0 and 1 to each input item, and most of the
information is taken into account, but to varying degrees, and is more computationally intensive; the
local attention mechanism allocates the weight of each input item to neither 0 nor 1, and directly
abandons some irrelevant items, which reduces the time cost and calculation cost, but may lose some
information; the self-attention mechanism assigns a weight to each input based on the interaction
between them, i.e., the part that determines attention internally, and has the advantage of parallel
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computation when dealing with longer inputs. The proper introduction of an attention mechanism can
make the model pay greater attention to the important features of the input, reduce the interference
of invalid targets, and enhance the overall recognition effect of the network model.

(os o S - (o EDEED

(1,1 G, (3,2

Figure 2: Structure of YOLOvV7 algorithm system

2.3 IoU Loss Function

Loss function optimization in object detection determines where the prediction frame is placed.
This loss function is usually set to the intersection over union (IoU) ratio between the predicted frame
and the actual target frame. If the value of the intersection and merger ratio is higher, it means that the
prediction frame is closer to the actual target frame, which means that the prediction frame is more
accurate in localization. Therefore, optimizing the position of the prediction frames while training
the target recognition model needs to be achieved by maximizing the intersection and merger ratio
to improve the precision of the prediction frames [29]. Among them, the generalized IoU (GloU)
[30], which combines IoU and global information (GI), refers to the calculation of a minimum closed
convex surface C of any two shapes A and B, and then calculating the ratio of the area of C after
removing A and B to the original area of C. Finally, GIoU Loss obtained by subtracting this ratio from
the original IoU can more accurately measure the degree of overlap between the target frame and the
predicted frame and is less sensitive to the scale change. Based on the GIoU loss function, distance loU
(DIoU) [31] solves the problem of lateral offset and size mismatch between the prediction frame and
target frame by introducing aspect ratio measurement and directly minimizes the normalized distance
of center point between the target frame and prediction frame, that is, the center of prediction frame
quickly converges toward target center. Thus, the accuracy of target recognition is further improved.
CloU is based on the idea of GIoU and DIoU loss function, which takes into account both the position
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and size difference between boxes and the overlapping area between them, as well as the center of mass,
width, and height information of the overlapping area between them, when calculating the distance
between the target box and the predicted box, aiming to improve the precision and stability of the
target recognition algorithm.

3 Model Improvement and Optimization
3.1 DCN-Based Feature Extraction Network

In computer vision, the same detection target will produce different geometric deformations in
different scenes and angles, which affects the detection effect. Traditional convolutional networks can
only extract the features of the rectangular box, each convolutional kernel in the processing of image
data at each location is the same, and can not adapt to process different locations of the image context
information, resulting in some of the image region feature extraction is not sufficient, affecting the
detection speed, and in the processing of high-resolution images when the traditional convolutional
network is more time-consuming, is not conducive to efficient target detection.

Therefore, this paper proposes the use of deformable convolution to improve the accuracy of target
feature extraction given the complex laboratory environment and the irregular and difficult-to-identify
personnel behavior. DCN considers that the position of convolution is variable and will change with
the target displacement, instead of fixing on the traditional N x N grid to do convolution, it can
adaptively adjust the sensing field and sampling position, which makes the convolution kernel can be
extended to a large range during the training process. Therefore, compared with the existing traditional
convolutional networks, variability convolution can be more flexible in perceiving the features of the
input image, thus improving the performance of the model.

The convolution method is to add an offset at each point on the standard convolution kernel, and
different convolution kernel structures are obtained based on different offset data. The deformable
convolutional structure is shown in Fig. 3.
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Figure 3: Deformable convolutional structures

Where: (a) is the standard 3 x 3 convolution, (b), (¢), and (d) are the deformable convolution
kernels after the offset, the arrows are the direction of displacement, and the red dots are the new
convolution points.

The deformable convolution process is shown in Fig. 4.

As an example of ordinary 3 x 3 convolution, a set of pixel points are sampled from the input
feature map and the sampling result is calculated using the convolution operation to get the result
after the convolution operation. The formula is shown in Eq. (1).
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Y@ =D w@) X (Po+p) (1)
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where: R is the expression of the sampling result, p, is the position on the output feature map, and p,

is the position of n a point in the grid.
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Figure 4: Deformable convolution process

Since deformable convolution is a modification of the sampling result, thus indirectly realizing
the effect of changing the shape of the convolution kernel, it is possible to use Expansion on the input
feature map. The formula is shown in Eq. (2).

@) =D w@) - x@o+p.+ Ap,) Q)

PneR
where: Ap, is the offset matrix,n = 1,2,--- , V.

The deformable convolutional network will fine-tune the position of the convolutional kernel
to make it easier to adapt to the target’s deformation, which can improve model performance and
precision without affecting the model’s computation and speed. The convolutional layer with 1 x 1
convolutional kernel in the backbone part is mainly used for cross-channel aggregation, which is
convenient for upscaling and downscaling of the model, and does not carry out the aggregation
operation of the image, to decline the amount of model parameter computation, we only replace the
3 x 3 convolutional layer in the backbone part with the DCN. Taking the MPConv module as an
example, the deformable convolution process is shown in Fig. 5.

5 S
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(a) MPConv (b) Improvement of MPConv

Figure 5: MPConv module deformable convolution process



2748 CMC, 2024, vol.78, no.2

3.2 Feature Fusion Network Based on CBAM _E Attention Mechanism

The scene in the university laboratory is complex, with a high volume of people coming and
going, there is a lot of redundant information, personnel behavior is easily obscured, and it is
not easy to carry out personnel behavior detection. To strengthen the detection of image features,
make the algorithm pay greater concern to the behavioral characteristics of the personnel, and
enhance the detection precision of the algorithm, this paper proposes a CBAM_E Attention Module
based on the convolutional block attention module (CBAM) [32,33] in the feature fusion part of
YOLOV7 algorithm. Firstly, the optimized channel attention module is used to enhance the fusion
of information between channels, while the spatial attention module can focus on detecting the target
location, secondly, by replacing the connection between the two, it enables the model to differentially
weight the image features for learning. Compared with the original model, the application of the
CBAM_E attention module can help the model to extract and focus on the key information in the
image in a targeted way when processing the image, and then capture the key features more accurately
and suppress the useless features, to achieve the purpose of improving the detection accuracy of the
occluded person in the laboratory scene.

The CBAM attention module is divided into two parts, the channel attention module (CAM) and
spatial attention module (SAM), and the network structure is shown in Fig. 6.

Channel attention module ~ Spatial attention module

o Ny

Input feature Output feature

Figure 6: CBAM network structure

The role of the channel attention module is to calculate the importance of each channel in the
model to better distinguish features between different channels. The structure is shown in Fig. 7.

' Channel attention M,

Mean pooling Neural network

Global maximum pooling

Input feature

Figure 7: Structure of channel attention

For an input feature, the feature F’ calculation formula obtained after the channel attention
mechanism is shown in Eq. (3).

F =Mc(F)®F 3)

where: F is the input characterization matrix, F’ is the feature mapping generated by the channel
attention mechanism, Mc is the channel compression weight matrix, and ® is the matrix elements
multiplied sequentially.
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The spatial attention module, on the other hand, weights each pixel in the corresponding two-
dimensional space, allowing the model to better focus on the pixel regions of the image that play a role
in determining the classification and ignore irrelevant regions [34]. The structure is shown in Fig. §.

(Convolution
operation)

[Global maximum pooling, mean Spatial attention M

Input feature pooling]

Figure 8: Structure of spatial attention

For channel attention mechanism output feature 1, the formula for feature 2 obtained after spatial
attention mechanism is shown in Eq. (4).

F'=Ms(F)®F “)

where: F” represents the feature matrix output by the spatial attention mechanism, M is the spatial
compression weight matrix.

Since the quantity of parameters in the original channel attention module is proportional to the
square of the number of channels, and when global maximum pooling and mean pooling operations
are carried out in a channel, it is easy to ignore the information interaction within the channel. To
reduce the model computation, reference [35] proposed to introduce the efficient channel attention
(ECA) [36] module idea.

Firstly, the global maximum pooling operation is discarded and only the information of a feature
map is aggregated by mean pooling; then the original multi-layer perceptron (MLP) network is
replaced by a one-dimensional convolution operation with convolutional kernel size K to strengthen
the information interaction capability between channels; finally, it is output by the Sigmoid function.
The improved channel attention module is shown in Fig. 9.

. -di i Channel attention
Mean pooling One-dimensional

Input feature convolution M,

Figure 9: Structure of improved CAM

The existing CBAM attention module is a “serial” structure, i.e., the CAM module is enabled first
to modify the input feature layer, and then the SAM module is enabled to weigh the output feature
layer. In this process, the features learned by the SAM module will be interfered with by the CAM
module, which affects the precision of the model. To solve this problem, reference [37] proposed to
connect the CAM module and SAM in “parallel”, i.e., both modules directly learn the original input
feature layer, and after obtaining the corresponding weights, the weights are directly weighted with the
original input feature layer to obtain the output feature layer. The structure of the improved CBAM
is shown in Fig. 10.
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Channel attention M,

Input feature Output feature

Spatial attention Mg

Figure 10: Structure of improved CBAM

To the model’s discriminative weighted learning of image features for the laboratory scenario
where people come and go intensively and people are easily occluded, this paper introduces the
methods in both the reference [35] and the reference [37], and makes the following improvements to
the CBAM attention module:

(1) Remove the global maximum pooling operation in the CAM module and apply one-
dimensional convolution to replace the original MLP network;

(2) Parallel connection of the improved CAM module with the original SAM module to reduce
the mutual influence of the two modules.

The improved CBAM_E attention module is shown in Fig. 11.

o R

One-dimensional
convolution

Mean pooling

Output feature

Input feature

(Convolution operation)

[Global maximum pooling, mean pooling]

Figure 11: Structure of improved CBAM_E

The formula is shown in Eq. (5).
F,=Ms(F)® Mc(F)® F ®)
where: F, is the final output feature layer.

In this paper, according to the actual test, we add the CBAM_E attention mechanism after the
two input feature layers of the neck network can effectively enhance the model’s feature extraction
ability and improve the accuracy of target detection.

3.3 Improvement of Bounding Box Loss Function Based on a-SloU

In YOLOV7, CloU is mainly used for the calculation of the bounding box loss. The formulas are
shown in Egs. (6)—(8).
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where: « is the weighting factor, v is the consistency of the metric aspect ratio, b is the prediction frame,
b* is the real frame, ¢ is the minimum region diagonal length that can contain both the prediction frame
and the real frame.

CloU introduces a penalty term av based on DIoU, which takes into account the aspect ratio of
the frames and can effectively distinguish the relative positions of two frames when they belong to the
inclusion relationship. However, since v reflects the difference in the aspect ratio of the frames and
does not consider the mismatch between the real frame and the predicted frame when the aspect ratio
between the predicted frame and the real frame is the same, then the penalty term is constant to 0,
which is unreasonable. The predicted frames are prone to bias in the training process, which leads to
poor model performance and cannot effectively optimize the similarity of the model. Therefore, the
model very easily leads to slower convergence and worse detection results during the training process.

Considering the influence of the camera angle factor on laboratory target detection and the
optimization of the bounding box regression accuracy weighting method, this paper adopts the
improved «-SIloU as the calculation method of the bounding box loss. «-SIoU takes the SIoU loss
function as the basis function, takes into account the problem of the vector angle between the target
frame and the real frame, and carries out the weighting method of the bounding box regression
accuracy through the introduction of the hyperparameter o Optimization. This calculation method
can make the model pay more attention to the direction matching between the target frame and the
real frame in the regression process, to better guide the model to regression, and the optimization of the
weighting method of the bounding box regression accuracy can make the model pay more attention
to the position and shape of the bounding box during the regression process, and adjust the regression
strategy of the model according to the specific scene to reduce the rate of leakage detection, which
is more applicable in the laboratory This kind of complex scene. The base loss function is the SToU
loss function [3§], and the penalty indicator is redefined by considering the influence of camera angle
factors on detection. The formula is shown in Eq. (9).

A+Q
2
where: A is the distance loss, €2 is the shape loss.

L,y =1—1oU + (9)

The four main components involved are angle loss, distance loss, shape loss, and IoU loss.

3.3.1 Angle Loss

Angular loss uses a sinusoidal function to measure the angular difference between the true and
predicted frames, which can drive the model to better fit the target. The parameter map is shown in
Fig. 12.
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Figure 12: Angle loss parameter diagram

The formulas for calculating the angle loss assessment are shown in Eqs. (10)—(13).

A=1-2xsin’ (arcsin (%) — %) (10)

& _ sin (a) (11)
g

o= \/ (b = b) + (b - bl,},)z (12)
¢, = max (b7, b,,) — min (6.5, ) (13)

where: (0%, b¥) is the coordinates of the center position of the real frame, (b.,, b.,) is the coordinates
of the center position of the prediction frame, angle loss is 0 when « = 0 or 7/4, minimize to « when
o < /4, otherwise minimize to B.

3.3.2 Distance Loss

The distance loss is the difference between the offsets and scale changes of the centroids of the
real and predicted frames, indicating the error in position and scale produced by the predicted frame
compared to the true value. The formulas are shown in Eqs. (14)-(17).

A= (1—em) (14)

t=x,y

b —b. \
Py = (‘Y—) (15)

C,

P —b.\
Py = (}—}) (16)
ch

y=2-—A (17)
where: ¢, and ¢, represent the length of the smallest outer frame. From the angular loss calculation,
we know that A ranges from [0,1], and the larger A is, the smaller p, is for the distance loss.

3.3.3 Shape Loss

The difference in form between the predicted box and the real box is represented by the shape loss.
The formulas are shown in Eqs. (18)—(20).
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Q=> (1—e")' =(1-e") +(1—-e™) (18)

t=w,h

[w — w¥|
= — 1
" max (w, wet) (19)
b — b
_ 20
W= ax (h, h#) (20)

where: (w, h) and (w¥, k") are the width and height of the predicted and real frames, respectively. 6
controls the amount of attention paid to shape loss.

3.3.4 IoU Loss

IoU Indicates the overlap rate of the predicted box and the real box, that is, the union value of the
intersection and union of the predicted box and the real box. The formula is shown in Eq. (21).
ANB ANB

IoU = =
AUB A4+ B—-(ANB)

@21

Reference [18] showed a new alpha-IoU loss function by introducing the hyperparameter « in the
loss function at IoU. The formula is shown in Eq. (22).

L,ww=1-1IU" (22)

Choosing the right o improves the performance of the detector, and this weighting not only
provides a great deal of flexibility in achieving regression accuracy for different bounding boxes, but
the parameters do not increase additionally. Therefore, in this paper, the hyperparameter « is also
introduced in SIoU for the optimization of the accuracy of the bounding box regression. The improved
loss function formula is shown in Eq. (23).

Ly gou=1—ToU" + # (23)

3.4 Improved YOLOv7 Model

In this paper, we propose an algorithm for detecting irregular behavior of laboratory personnel
based on improved YOLOvV7. The algorithm makes the following three improvements over YOLOV7:

(1) In the backbone part, the ordinary convolutional layer is replaced with DCN to enhance the
capture of target shape features.

(2) In the neck part, the CBAM_E module is inserted into the two effective input layers to make
the network pay greater attention to important features and suppress useless features.

(3) In the prediction head, to accelerate the model’s convergence, the bounding loss function «-
SIoU is employed instead of CloU.

The structure of the improved YOLOv7 model is shown in Fig. 13.
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Figure 13: Improvement of YOLOV7 algorithm system structure diagram

4 Experimental Results and Data Analysis
4.1 Experimental Environment

The experimental operating system of this paper is Ubuntu 18.04, the CPU is 19-12900K, the
graphics card is NVIDIA GeForce RTX 4090 with 24 GB of video memory, the Pytorch 1.13.1
framework is used to run the code, the CUDA version is 11.7.64, the IDE is Pycharm 2023.2.1, and
the training environment is the same as the test environment.

4.2 Experimental Datasets

For the rules and regulations in most laboratory scenarios, we select four of the common irregular
behaviors, i.e., “calling”, “smoking”, “eating and drinking”, and “playing phone” as the experimental
objects, and construct two types of datasets required in this paper: the personnel irregularities dataset

and the safety sign dataset.

The personnel irregularities dataset is selected from the public datasets “HMDBS51” [39] and
“Hollywood2” [40]. Among them, the HMDBS51 dataset was published by Brown University in 2011
and contains 51 categories of actions with a total of 6,849 videos, mostly from movies, public databases,
and online video libraries; The Hollywood2 database was released by the IRISA Institute in 2009
and contains 12 types of actions and 10 different scenarios, with a total of 3,669 samples from 69
Hollywood movies. We selected a total of 350 samples in both datasets and used the Python technique
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to split the video clips into frames, a total of 5,000 images were selected, including 1,427 images of
calling behavior, 1,368 images of smoking behavior, 1,208 images of eating and drinking behavior, and
997 images of playing phone behavior, with a total of 7085 people in the images.

The safety sign dataset is a self-made dataset, a total of 300 pictures of safety signs were collected
through the network, and 2100 pictures were obtained after the pictures were expanded by using
Python to randomly change the brightness and contrast, rotate and pan, and add Gaussian noise
[41], including 689 of No calling signs, 664 of No Smoking signs, and 747 of No eat and drink signs.
Some of the dataset images are shown in Fig. 14.
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(e) No calling sign (f) No smoking sign (g) No eat and drink sign

Figure 14: Pictures of selected experimental datasets
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The experimental dataset was labeled using Labellmg software with the labels “person”, “calling”,
“smoking”, “eating and drinking”, “playing phone”, “No calling sign”, “No smoking sign” and “No
eat and drink sign”, which amounted to a total of 14,185 labels, and generate the corresponding
xml file. The training set, verification set, and test set are divided into an 8:1:1 ratio to satisfy
the experimental requirements. Stochastic Gradient Descent (SGD) is used for training. The initial
learning rate is set to 0.001 and the input image size is 640 x 640 pixels. Set the batch size to 16 and

the epoch to 300. Table 1 shows the quantity of labels that are assigned to each category.

Table 1: Number of labels by category

Classes Train Test Val Total
Person 5669 708 708 7085
Calling 1143 142 142 1427
Smoking 1094 137 137 1368
Eating and drinking 966 121 121 1208
Playing phone 797 100 100 997
No calling sign 551 69 69 689
No smoking sign 532 66 66 664

No eat and drink sign 597 75 75 747
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4.3 Experimental Evaluation Indicators

In this paper, Precision (P), Recall (R), Weighted Reconciliation Average (F,), Mean Average
Precision (mAP), Parameters (Par), Floating Point Operations (Fs) and Weights (W) are used as the
main evaluation indexes, where Parameters and FLOPs are measures of the computational complexity
of the model and are proportional to it. The formulas are shown in Eqs. (24)—(29).

TP
P=—— (24)
TP + FP
TP
R=—"—_ (25)
TP + FN
2PR
_ 26
""" P+ R (26)
1
AP = / P(R)dR (27)
0
1 N-1
AP = — AP, 28
m ¥ ZO : (28)
FPS = (29)
T

where: TP (True Positive) refers to the quantity of correctly detected target frames. FP (False Positive)
refers to the quantity of incorrectly detected target frames. FN (False Negative) refers to the number
of correct target frames not detected.

AP is the area enclosed by the PR (Precision-Recall) curve and the coordinate axis, with the value
range of (0, 1), N is the number of detected categories, there are 8 categories in this paper, i.e., N = 8§,
AP; is the AP value corresponding to the 8 categories of detected targets, # is the quantity of images
processed and 7' is the time consumed.

4.4 Evaluation of Improved Algorithms
4.4.1 Ablation Experiment

There are three improvements to the YOLOvV7 algorithm in this paper. To examine the influence of
each enhancement part on the model and verify its effectiveness, seven groups of different improvement
methods were designed to compare and analyze the original model. All experiments were trained using
identical parameters, environments, and data sets. Table 2 presents the results, where “v” means the
improvement method is applied, and “x” means the improvement method is not applied.

Table 2: Performance comparison of different improved methods

Methods DCN CBAM_E «-SloU P/% R/% F, mAP@0.5/% Par/10° Fs/G W/MB

YOLOvV7 x X X 89.75 85.55 0.8760 88.44 37.30  105.4 72.07
Method 1 v X X 90.84 85.81 0.8825 90.69 2842 794 60.09
Method 2 x v X 90.10 87.57 0.8882 89.12 32,12 92.7 68.89
Method 3 x X v 88.41 84.79 0.8656 89.03 30.65 85.6 64.32

(Continued)
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Table 2 (continued)
Methods DCN CBAM_E «-SIoU P/% R/% F, mAP@0.5/% Par/10° Fs/G W/MB

Method 4 v v X 91.99 88.77 0.9035 90.84 23.76  70.1 59.14
Method 5 v X v 87.81 88.66 0.8677 89.58 21.57 66.5 56.98
Method 6 x v v 91.03 88.25 0.8932 90.14 25.85 745 55.25
Method 7 v v v 92.67 89.69 0.9116 92.04 1946 64.3 53.09

Through the analysis of experimental data, it can be seen that method 1 uses the DCN network
structure to enhance the model’s ability to capture the target shape features and change the convolution
mode. Compared with the original YOLOv7 model, the number of model parameters and complexity
decreased by 23.81% and 24.67%, respectively. The precision rate, recall rate, F, value, and mAP@0.5
are worthy of improvement, which indicates that DCN has better feature extraction capability.

Method 2 uses the method of adding a CBAM_E attention module to the neck network to make
the model pay more attention to the important features of the target. Compared with the original
model, the precision rate, recall rate, F, value, and mAP@0.5 value are all improved. However,
although the attention mechanism has been optimized, the number of parameters and complexity
have decreased. However, it is far inferior to the optimization of the number and complexity of model
parameters.

Method 3 uses «-SIoU to replace CloU in the bounding box loss function, takes the angle factor
and the optimization problem of the weighting method of the bounding box regression accuracy into
account, and re-calculates the optimization of the prediction head loss function part, which reduces
the number and complexity of model parameters. However, because of the recalculation of the model
bounding box, more factors were considered compared with the original model, so the precision, recall,
and F, value decreased, but the overall model detection accuracy was improved to some extent.

Method 4 combines the DCN network structure and the CBAM_E attention module based on
Method 1, which further improves the model’s ability to extract important features of the target and
suppresses non-essential features based on effectively reducing the number of model parameters and
complexity. Compared with Method 1, the precision rate is improved by 1.15%, the recall rate is
improved by 2.96%, the F, value is improved by 0.0210, the mAP@0.5 value is improved by 0.15%, the
number of model parameters is reduced by 16.40%, and the model complexity is reduced by 11.71%.

Method 5 combines the DCN network structure and «-SIoU based on Method 1, taking into
account the effect on the lightweight structure of the model after changing the calculation method of
the loss function. Compared with Method 1, the precision is decreased by 3.03%, the recall is increased
by 2.85%, the F, value is decreased by 0.0148, the mAP@0.5 value is decreased by 1.11%, the number
of model parameters is decreased by 24.10%, and the model complexity is decreased by 16.25%.

Method 6, on the other hand, adds «-SIoU to the Method 2 model to verify whether changing the
calculation of the loss function will conflict with the attention mechanism and thus negatively affect
the model. The final experimental results compared with Method 2, the precision is increased by 0.93%,
the recall is increased by 0.68%, the F, value is increased by 0.0050, the mAP@0.5 value is increased by
1.02%, the number of model parameters is decreased by 19.52%, and the model complexity is decreased
by 19.63%.
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Method 7 combines the three methods to verify the effectiveness of the three improved methods.
Compared with the previous model, the precision rate, recall rate, F, value and mAP@0.5 value of the
model of method 7 are the best, and the number of parameters and complexity are the lowest.

In comparison to the original YOLOV7 algorithm, the final improved algorithm increased the
precision by 2.92%, the recall by 4.14%, the F, value by 0.0356, the mAP@0.5 value by 3.60%, and
reduced the number of model parameters by 47.83%, while reducing the model complexity by 38.99%.
The model detection precision is significantly improved.

4.4.2 Loss Function Convergence Comparison

Under the same experimental conditions as above, we compare and verify the convergence of the
loss functions of each algorithm in the ablation experiment. The comparison results are shown in
Fig. 15.
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Figure 15: Comparison of loss function iterations

In Fig. 15, as iterations increase, the loss functions of the original algorithm and the 7 improved
methods are in a convergence state. Among them, the loss function of the original algorithm is
maintained at about 0.0308, the loss function of improvement 3 is maintained at about 0.0251, the
loss function of improvement 5 is maintained at about 0.0247, and the loss function of method 7 is
maintained at about 0.239. In comparison to the original model, the loss function of the improved
algorithm converges faster and the loss value is smaller. Therefore, experiments have shown that the
improved method in this paper has a significant effect on optimizing the model’s loss function and
improving the overall performance of the model.
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4.4.3 Improved YOLOv7 Model Compared with Other Models

To further verify the feasibility of the proposed algorithm, this paper compares the improved
algorithm with current mainstream target detection algorithms, including Faster R-CNN, SSD,
YOLOv5m, YOLOX [42], Yolov7-tiny and YOLOv7. The above algorithms are compared from
eight aspects Precision, Recall, weighted reconciliation average, mAP@0.5, FPS, number of model
parameters, model complexity, and Weights. The results are shown in Table 3.

Table 3: Comparison experiment of each detection algorithm

Methods P/% R/% F, mAP@0.5/%  FPS  Par/10° Fs/\G  W/MB
Faster R-CNN 69.34 6448 0.6682  66.58 25 60.52 303.6  108.87
SSD 63.20 62.66 0.6293 63.39 23 51.07 189.7 91.12
YOLOV5 78.85 7221  0.7538  76.64 32 22.19 49.2 61.13
YOLOX 81.80  73.39  0.7737  83.68 34 43.56 81.5 64.39
YOLOvV7 89.75 85.55 0.8760 88.44 42 37.30 1054  72.07
YOLOV7-tiny 76.03 69.46  0.7260 73.59 53 6.53 13.9 48.57
YOLOv7(Ours) 92.67 89.69 09116 92.04 48 19.46 64.3 53.09

In Table 3, under the same experimental conditions, the improved algorithm in this paper has
obvious advantages compared with the current mainstream target detection algorithms. Among them,
the improved YOLOV7 algorithm, compared to the Faster R-CNN algorithm, the SSD algorithm, the
YOLOVS, and the YOLOX, improves the precision by 23.33%, 29.47%, 13.82%, and 10.87%, the recall
by 25.21%, 27.03%, 17.48%, and 16.30%, respectively, and the mAP@0.5 improved by 25.46%, 28.65%,
15.40%, and 8.36%, respectively, the quantity of model parameters decreases by 67.85%, 61.90%,
12.30% and 55.33%, and the model complexity decreases by 78.82%, 66.10%, -30.69% and 21.10%,
respectively. Among them, the model complexity of YOLOVS is lower, but other indicators are far less
than the improved algorithm.

The improved YOLOV7 algorithm improves all detection metrics compared to the original
YOLOVv7 algorithm, and the number and complexity of the model parameters are significantly reduced
by 47.83% and 38.99%, respectively, and the size of the model weights is reduced by 26.33%. The
YOLOv7-tiny algorithm optimizes the network structure, the quantity of parameters and complexity
is greatly reduced, and the model is more lightweight, which is suitable for edge-side deployment, but
the detection precision is far less than the algorithm in this paper.

After a comprehensive comparison of different algorithms, it is shown that all the changes
made to the improved algorithm in this paper are optimal, which proves the effectiveness of the
improved method in this paper. Fig. 16 shows the comparison of the mAP@0.5 values of the detection
algorithms, and every ten points are marked, from which we can intuitively see that the improved
YOLOV7 algorithm in this paper reaches convergence around 100 epochs, and its mAP@0.5 value is
the highest among all the algorithms, reaching 92.04%.
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Figure 16: Comparison of mAP@0.5 values for each detection algorithm

4.5 Detection Effect Analysis

To compare the detection effect of the improved model and the original model, combined with
the actual situation, this paper selected the surveillance video clips of laboratory personnel doing
experiments in a university for detection and comparison. Some of the comparison results are shown
in Figs. 17 to 23.

(a) Pristine image (b) YOLOV7 test resul (c) Improved YOLOV7 test result

Figure 17: Comparison of laboratory personnel behavioral testing results (1)
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(c) Improved YOLOV7 test result

(a) Pristine image (b) YOLOV7 test result

Figure 18: Comparison of laboratory personnel behavioral testing results (2)

(a) Pristine image (b) YOLOV7 testresult  (c) Improved YOLOV7 test result

Figure 19: Comparison of laboratory personnel behavioral testing results (3)

(a) Pristine image (b) YOLOV7 test result  (c) Improved YOLOV7 test result

Figure 20: Comparison of laboratory personnel behavioral testing results (4)
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(a) Pristine image (b) YOLOV7 test result  (c) Improved YOLOV7 test result

Figure 21: Comparison of laboratory personnel behavioral testing results (5)
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(a) Pristine image (b) YOLOV7 test result  (c) Improved YOLOV7 test result

Figure 22: Comparison of laboratory personnel behavioral testing results (6)

(a) Pristine image (b) YOLOvV7 test result  (c) Improved YOLOV7 test result

Figure 23: Comparison of laboratory personnel behavioral testing results (7)

As can be seen from the comparison chart of the detection effect, the improved algorithm
accurately detects all irregular behaviors, reduces the leakage rate in the laboratory when the behavior
of the person is obscured, can detect more targets, and the detection precision is generally higher than
that of the original model, and the detection effect is better. As in Figs. 17 and 18, in the laboratory
background, the personnel behavior is partially obscured, the improved algorithm accurately identifies
the personnel smoking behavior, but the original algorithm model fails to identify, and the improved
model detection precision is higher than that of the original model. In Fig. 19, the original algorithm
only identifies some of the personnel’s eating behaviors, while the improved algorithm accurately
detects all the personnel behaviors. Figs. 20-23 compare the detection effectiveness of the improved
model and the original algorithm, the improved model’s detection precision and effectiveness are
typically higher than those of the original model, demonstrating that it is more capable of extracting
features and has a better ability to detect targets.

In conclusion, the improved method in this paper has higher detection precision, better detection
effect, reduces the leakage rate, and has better application prospects.

5 Conclusion

In this paper, an algorithm for detecting irregular behavior of laboratory personnel based on the
improved YOLOV7 is proposed for the current problem of difficult and slow detection of irregular
behavior of personnel in laboratory scenarios. The algorithm firstly improves the backbone part by
using DCN module according to the characteristics of complex laboratory environment, irregular
and difficult to identify personnel behavior, and changes the traditional convolution method, so that
the model can perceive the features of the input image more flexibly, enhances the model’s ability to
capture the shape features of the target, and reduces the number of model parameters and complexity;
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secondly, it adds the two effective input layers of the neck network to the CBAM_E attention module
proposed in this paper, which helps the network model to target the extraction of key information
when processing images, captures the target key features more accurately, and improves the detection
accuracy of the occluded people in the laboratory scene; finally, the boundary box loss function CloU
of the prediction head is replaced by the improved a-SIoU, which not only solves the problem of
the vector angle between the target box and the real box, but also makes the model to pay more
attention to the location and shape of the bounding box in the regression process, and adjusts the
regression strategy of the model according to the specific scene to reduce the leakage detection rate,
which effectively improves the convergence speed and detection speed of the model. The experimental
results on the public dataset and homemade dataset show that the improved algorithm is optimal
in all indicators compared with the original algorithm and the current mainstream algorithm, and
the number of model parameters and complexity have been greatly reduced. Among them, compared
with the original algorithm, the final improved algorithm increased the precision by 2.92%, the recall
by 4.14%, the mAP@0.5 value by 3.60%, the number of model parameters decreased by 47.83%,
the model complexity decreased by 38.99%, and the precision of the model detection is significantly
improved.

In future work, augmentation of the dataset will be considered to increase the number of categories
of irregularities detected in different laboratories in the real scenario and to increase the value of the
model in the real scenario.
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