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ABSTRACT

The precise and automatic segmentation of prostate magnetic resonance imaging (MRI) images is vital for assisting
doctors in diagnosing prostate diseases. In recent years, many advanced methods have been applied to prostate
segmentation, but due to the variability caused by prostate diseases, automatic segmentation of the prostate presents
significant challenges. In this paper, we propose an attention-guided multi-scale feature fusion network (AGMSF-
Net) to segment prostate MRI images. We propose an attention mechanism for extracting multi-scale features, and
introduce a 3D transformer module to enhance global feature representation by adding it during the transition
phase from encoder to decoder. In the decoder stage, a feature fusion module is proposed to obtain global
context information. We evaluate our model on MRI images of the prostate acquired from a local hospital. The
relative volume difference (RVD) and dice similarity coefficient (DSC) between the results of automatic prostate
segmentation and ground truth were 1.21% and 93.68%, respectively. To quantitatively evaluate prostate volume
on MRI, which is of significant clinical significance, we propose a unique AGMSF-Net. The essential performance
evaluation and validation experiments have demonstrated the effectiveness of our method in automatic prostate
segmentation.
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1 Introduction

Prostate disease is a significant disease that troubles middle-aged and older men in modern times,
seriously affecting their lives and health. According to statistics, the annual incidence rate of prostate
cancer is 1.41 million, accounting for 14.1% of all male cancer cases [1]. Quantitative estimation of
prostate volume (PV) is very vital in the diacrisis of prostate disease. The average volume of a healthy
prostate is 40 mm3 × 30 mm3 × 20 mm3; if the patient has two or more values more significant than
average, it is considered benign prostatic hyperplasia, and if two or more values are less than normal,
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it is considered benign prostatic atrophy. As the tumor grows, the volume of the prostate with prostate
cancer gradually increases, manifested as an enlargement of the prostate. The volume of the prostate
can be automatically calculated through prostate segmentation. Cancer diagnosis is usually through
medical image observation research [2]. Recently, the high spatial resolution and soft tissue contrast
provided by magnetic resonance images have made it the most accurate method for obtaining PV.
The combination of magnetic resonance imaging (MRI) image localization and the potential to grade
prostate cancer has led to a rapid increase in its adoption and an increasing interest in its use in this
application. MRI plays an important role in diagnosing prostate diseases due to its advantages of high
sensitivity, rich image information, high soft tissue resolution, no ionizing radiation, and no adverse
effects on the human body [3,4]. Therefore, one of the hottest subjects in the world of medical image
processing is the segmentation of prostate in MRI, which has steadily gained widespread interest.
However, prostate diseases can lead to different forms of changes in MRI images of the prostate, such
as shape differences, scale variability, and blurred boundaries, which pose significant difficulties and
challenges for automatic prostate segmentation tasks.

In the past few decades, based on traditional medical image processing technology, automatic
prostate segmentation technology has shown significant progress [5]. However, owing to the complex-
ity of prostate MRI images, accurate prostate segmentation remains challenging [2]. Many difficulties
are encountered in segmentation, such as, differences in prostate size and shape between patients,
imaging artifacts, unclear borders between glands and their adjacent tissues, and changes in image
quality. Convolutional neural networks (CNNs) [6] are widely used in medical image analysis due
to their powerful computing power and adaptive algorithms. Many CNN models have been applied
to prostate segmentation for MRI images [7–9]. Furthermore, the U-Net [10] network structure
further improved the accuracy of medical image segmentation. Many improved neural networks
[9,11,12] based on U-Net have achieved excellent results as well. U-Net is suitable for medical image
segmentation as it combines low-resolution information (providing the basis for object category
identification) and high-resolution information (providing the basis for accurate segmentation and
positioning). Therefore, it has become the baseline for most medical image semantic segmentation
tasks, and has inspired many researchers to consider U-shaped semantic segmentation networks.

Artificial intelligence technology has been widely applied and developed in image processing
[13–16]. Prostate segmentation in MRI images enables pathologists to be more time-efficient and
identify more accurate treatments. Owing to the lack of clear edges and complex background textures
between the prostate image and those of other anatomical structures, rendering it challenging to
segment the prostate from 3D MRI images. Therefore, we propose a 3D attention-guided multi-scale
feature fusion network (3D AGMSF-Net) to segment prostate MRI images. The main contributions
of this study can be summarized as follows:

1. We propose a 3D AGMSF-Net, which is a fresh model applicable to segmentation challenges
in 3D prostate MRI images.

2. We propose an attention mechanism for extracting multi-scale features, which is embedded in
the overall jump connection of the baseline model and takes three different scale features as
inputs.

3. We introduce a 3D transformer module to enhance global feature representation by adding it
during the transition phase from encoder to decoder.

4. We design a feature fusion mechanism to fuse multi-scale features to express more comprehen-
sive information.

5. On a dataset of a local hospital, we test the proposed technique. According to the results, the
suggested method can segment prostate of MRI images more precisely.
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The rest of this paper is organized as follows. Section 2 provides a review of previous work on
prostate segmentation tasks. Section 3 introduces our dataset and provides a detailed description of
the AGMSF-Net scheme and various modules designed. In Section 4, we first introduce data aug-
mentation, implementation details, and evaluation metrics. Then we conduct a series of experiments
to verify the effectiveness of our designed AGMSF-Net in prostate segmentation tasks. Finally, a
comprehensive discussion and summary are shown in Sections 5 and 6.

2 Related Work
2.1 Traditional Prostate Segmentation Algorithms

Many studies have been conducted on traditional algorithms for automatic prostate segmentation.
The existing traditional prostate automatic segmentation methods are roughly divided into graph
cutting [17–20], shape and atlas [21–24], deformable models [25–27], and clustering methods [28].
Qiu et al. [17] proposed a new multi-region segmentation method for simultaneously segmenting the
prostate and its two central sub-regions. Mahapatra et al. [18] used random forest (RF) and graph
cut methods to solve the problem of automatic prostate segmentation. Tian et al. [19,20] proposed
a 3D graph cut algorithm based on superpixels for an automatic prostate segmentation method.
The above methods are sensitive to noise, and are not sensitive to segmentation with insignificant
differences in grayscale and overlapping grayscale values of different scales. Gao et al. [21] proposed
a unified shape-based framework to extract the prostate from MRI prostate images. Ou et al. [22]
proposed an automatic pipeline based on multiple atlases to the segment prostate in MRI images.
Tian et al. [23] proposed a two-stage prostate segmentation method based on a fully automatic multi-
atlas framework to overcome the problem of different MRI images having different fields of vision
and more significant anatomical variability around the prostate. Yan et al. [24] proposed a label
image constraint atlas selection method to directly calculate the distance between the test image
(gray) and label image (binary) for prostate segmentation. The above methods need to obtain a
segmentation map with a regional structure, which can easily cause excessive image segmentation.
Toth et al. [25] proposed a segmentation algorithm based on an unmarked active appearance model,
and created a deformable registration framework to generate the final segmentation. To address issues
with designated landmarks, Toth et al. [26] presented a novel active appearance model solution that
makes advantage of level set implementation. They found things of interest in the new image by
using the registration-based technique. Rundo et al. [27] proposed a fuzzy C-mean clustering method
to perform prostate MRI image segmentation. Traditional fuzzy C-means clustering algorithms do
not consider spatial information and are sensitive to noise and uneven grayscale. Yanrong et al. [28]
proposed a new deformable MRI prostate segmentation method by unifying deep feature learning and
sparse patch matching. After the image processing using the above methods, there are still short lines
and outliers that do not match the label, depending on the preprocessing work of the image.

Traditional methods typically use shape priori or image priori (such as atlas) to solve the problem
of weak and ambiguous boundaries of prostate cancer MRI images and the significant difference in
image contrast and appearance. It is challenging to segment prostate MRI images based on traditional
features or prior knowledge to achieve high accuracy, and the repeatability of the method is limited
and cannot be quickly applied to medical systems.

2.2 Applications of CNNs in Prostate Segmentation

In recent years, CNNs [6] have been extensively applied to medical image analysis due to their
powerful computing power and adaptive algorithms. Fully Convolutional Networks (FCNs) [29] are
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successful applications in automatic segmentation of medical images. Due to the complexity of medical
images, more and more variants of FCNs have emerged, such as U-Net [10] and multi-scale U-Net
[30]. CNNs has attracted widespread attention [31], and significant progress has been made in the
automatic classification of prostate images. Cheng et al. [32] applied deep learning models to prostate
MRI image segmentation and proposed a joint graph active model and CNNs. A CNN model [33]
was developed to investigated the effects of encoder, decoder, and classification modules and objective
functions, on the segmentation of prostate MRI. To help with prostate segmentation in MRI images,
Zhu et al. [34] suggested a deep neural network model with a two-way convolution recursion layer
that makes use of the context and features of the slice, views the prostate slice as a data series,
and leverages the context between slices. Brosch et al. [35] proposed a novel method of boundary
detection, which transforms the boundary detection formula into a regression task, in which CNN
is trained to predict the distance between the surface mesh and the corresponding boundary points.
Additionally, it is applied to the segmentation of an entire prostate in MRI images. The above method
combines traditional methods and deep learning to segment the prostate region. The proposed model
is a relatively basic convolutional neural network that relies on conventional features. Jia et al. [36]
proposed a 3D adversarial pyramidal anisotropic convolution depth neural network to segment the
prostate on MRI images. To fully address the challenge of insufficient data for training CNN models,
a boundary-weighted adaptive model [37] was proposed. Karimi et al. [38] proposed three methods
to estimate the Hausdorff distance from the segmentation probability map generated by CNN. A
USE-Net [39] was proposed that combines two blocks into a U-Net. Jia et al. [40] proposed a hybrid
discriminant network (HD-Net) to solve the problem of insufficient semantic recognition and spatial
context modeling in prostate segmentation. Khan et al. [41] proposed evaluating the application of the
four CNN model in the prostate segmentation of MRI images. Their experimental results show that
CNNs with patch-wise DeepLabV3+ demonstrated the best performance. The application of pyramid,
U-shaped network, attention mechanism, and other techniques for autonomous prostate segmentation
has gradually increased with the advent of deep learning segmentation models. The embedding of
a single module cannot extract more scale features, and the global context information is not fully
expressed. Li et al. [8] proposed a pyramid mechanism fusion network (PMF-Net) to segment prostate
region and pre-prostatic fat and learn global features and more comprehensive context information.
They then suggested a new dual branch attention driven MRI multi-scale learning [42] and a dual
attention directed 3D convolutional neural network (3D DAG-Net) [43] for the segmentation of
the prostate and prostate cancer. The above methods are targeted at patients with prostate cancer,
considering multi-region segmentation, such as prostate and surrounding fat, prostate and tumor
segmentation results relying on correlation analysis between regions. Furthermore, we take into
account data from cases other than prostate cancer, such as prostate nodules and prostate hyperplasia.

Prostate segmentation has been tackled using Deep Learning techniques, and medical image
segmentation has been greatly impacted by the introduction of U-Net. Because U-Net includes
high resolution and low resolution data, it is better suited for small sample segmentation. Many of
the above prostate segmentation methods are according to U-Net. We believe designing a feature
extraction mechanism to address the multi-scale characteristics of the prostate, and utilizing the
transformer mechanism to synthesize more comprehensive contextual information. Consequently,
there is a pressing need to create a transformer feature fusion, multi-scale attention, and U-Net-based
precise automatic prostate region segmentation approach for MRI images.
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3 Materials and Methods
3.1 Materials

The experimental data were obtained from the Haikou Municipal People’s Hospital and the
Central South University Xiangya Medical College Affiliated Hospital, including 78 consecutive
patients. All consecutive patients underwent multi-parameter MRI. They were using the GE3.0 T
Signa HDX MRI scanner from the United States, with a composite 8-channel abdominal phased
array coil as the receiving coil and no rectal coil used. The MRI images of the prostate were annotated
by two radiologists. Before the annotation, the two doctors personally met to participate in training
and practice meetings, and segmented two sample patients together. A methodology akin to that
of the remaining data sets. Radiologists separately segment every component of every image. Each
image is thus segmented twice. We determined that the two doctors’ segmentation findings had a
correlation coefficient more than 0.95, indicating that the segmentation outcomes of the two specialists
were extremely similar and that the two doctors ultimately negotiated the final manual segmentation
label map.

3.2 Overview of Our Method

Fig. 1 illustrated the overview of our method. We present the recommended 3D AGMSF-Net to
segment prostate MRI. Our model has designed three modules on the baseline network: multi-scale
attention mechanism, transformer feature extraction stage for prostate global and local information,
and feature information fusion stage. To successfully preserve the continuity of space, we segmented 3D
prostate MRI images using a 3D Unet as the baseline. We propose a multi-scale attention mechanism
to achieve a more accurate prostate MRI image segmentation (Section 3.2). Given the difficulty in
distinguishing the prostate MRI image boundary, we propose a method of 3D transformer feature
extraction of prostate deeper features information to highlight the boundary features (Section 3.3). In
the feature information fusion module, we fuse the extracted 3D transformer feature and the feature
map generated by the 3D Unet encoder to obtain more complete detailed information (Section 3.4).

Figure 1: Our proposed model. 3D Unet as baseline, model includes multi-scale attention mechanism,
transformer feature extraction and feature information fusion
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3.3 Multi-Scale Attention Module

3D Unet [44] was selected as the base architecture of the 3D CNN module. The traditional
3D Unet network has demonstrated excellent achievements in image segmentation; however, many
shortcomings exist in this network. Parallel skipping connections allow low-resolution features to be
transmitted repeatedly; this results in fuzzy extracted image features. The high-level features extracted
by the network typically contain insufficient high-resolution edge information, resulting in high
uncertainties. The high-resolution edge mainly affects network decision-making (such as prostate
segmentation). To solve this difficulty, inspired by Unet++ [45] and Unet3+ [46], we added an
attention mechanism to extract multi-scale features for 3D Unet skip connections, as shown in Fig. 2.
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Figure 2: Overview of the multi scale attention module

Our proposed multi-scale attention module can effectively compress the feature maps of multi-
layer encoders, undergoes downsampling, convolution, and concatenates them along the channel
dimension. Let Fi ∈ R

dm×dn×dp be the feature map from the i-th layer. Ci is a channel number. As shown
in Fig. 2, if i = 1, 2, 3, our proposed multi-scale attention module is formulated as:

Fm =
∑3

i=1
Concat(Conv(downsamp(F i))) (1)

Next, the spatial dimension of the feature map is reduced by using a corrected linear unit (ReLU)
activation function after the convolutional layer. Two fully connected (FC) layers elongate features to
enable the network to capture multi-scale information. Finally, use an S-shaped activation function σ

to enhance the neural network’s expressive power towards the model.

Weights are formulated as:

X = σ(WS(ReLU)WRFm
) (2)

Weights X is partitioned according to channel numbers. Finally, we segment the weights of each
layer, extend the weights to the same dimension as F i, and then use pixel multiplication to recalibrate
the channels of F i.

3.4 Transformer Module

There are many different implementations of attention mechanisms, including the multi-head
attention mechanism. This approach has allowed transformer [47] to perform remarkably well in a
variety of natural language processing. Visual transformer (ViT) [48] is a typical example of using
a transformer in image processing. Although transformer lacks the inherent inductive bias of CNN,
ViT using transfer learning has higher performance when pre-training uses large-scale data. Therefore,
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we consider using a transformer as the main feature extraction module in the network during the
transition phase from encoder to decoder.

As shown in Fig. 3, we designed the 3D transformer module to introduce a self-attention
mechanism to enhance global feature representation. To adjust the image input to fit the input of the
transformer, ViT [48] reshaped the 2D image into a series of flat 2D blocks. To improve the situation,
the transformer-based encoder was trained with low-resolution advanced features that were taken from
the encoder in order to further learn global feature representation. Add positional embedding to block
embedding to preserve positional information. Feed embedded features to multiple transformer layers,
each model consisting of a multi-head self-attention (MSA) and a multi-layer perceptron (MLP). MSA
helps networks capture richer feature information. The core idea of multi head attention is to divide
the input features into multiple parts and perform independent attention calculations on each part.

Linear Projection

Transformer Layer

Transformer Layer

Transformer Layer

Transformer Layer

Transformer Layer

Transformer Layer

3×3×3,256

Layer Norm

MSA

Layer Norm

MLP

Transformer Layer Module

Figure 3: Overview of the transformer module. The main part consists of 6 transformer layers, each of
which includes a multi-head self attention and multi-layer perceptron

3.5 Feature Fusion

After our model extracted 3D transformer features and encoder features based on the baseline
encoder, we fused the two features to obtain a segmentation probability map. Fig. 4 describes the
architecture of the feature fusion module. Firstly, cascade the features at the end of the baseline and
3D encoder of the 3D converter and perform average pooling and maximum pooling on the cascaded
features, respectively. Then, the features obtained from the two pooling operations are added pixel by
pixel and multiplied with the cascaded features. Finally, convolution with a kernel size of 3×3×3 was
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performed, followed by a ReLU. Next, proceed to 1 × 1 × 1 convolutional and sigmoid functions to
obtain the final fused feature F̃.

Transformer

Encoder of
baseline

C F

Poolavg

Poolmax

3 3 3

1 1 1
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Figure 4: The framework of feature fusion module. After our model extracts transformer features and
deep features based on encoder of baseline, a fusion mechanism is performed on the two features to
finally obtain a segmentation probability map

3.6 Loss Function

Dice, which was first introduced [49] to address the category imbalance, was employed in this study
as the loss function to prevent over-fitting during model training. Dice loss has since been applied
extensively to medical image segmentation issues [50–52]. The following is the dice loss expressed:

DL (X) = − 2
∑

xi∈X
p(xi)g(xi) + ε∑

xi∈X p(xi) + ∑
xi∈X g(xi) + ε

(3)

where g(xi) is the equivalent ground truth on the same voxel and p(xi) is the projected probability of
voxel xi. The training images are represented by X, and the ε is a little term.

4 Experiments and Results

In this section, we first introduce data augmentation used in our study. Next, we introduce
the implementation details and evaluation metrics for our method. We then offered comparative
experiments and ablation studies for independent analysis of our concept. We calculated the number
of pixels in the corresponding region in the output of our model as the area of the prostate region for
comparison with other studies.

4.1 Data Augmentation

The amount of data given by the hospital was insufficient to build a CNN model; hence, we
have conducted data augmentation in our method. We performed data augmentation by successively
rotating MRI picture by 90 degrees, 180 degrees, and 270 degrees, as well as flipping each image from
top to bottom and left to right; The flipping performed preserved the visual structure.

4.2 Implement Details

One 16 GB NVIDIA Tesla V100 PCIe GPU and an Intel Xeon CPU made up the hardware
setup used for the experiment. The software used was Python 3.7 and PyTorch. For our method, the
3D prostate MRI image was input into the network for training after data augmentation. Table 1
summarizes the network parameters. In the encoder part, after several 3 × 3 × 3 convolutions, max
pooling with a 2 × 2 × 2 window was performed. The decoder part had three upsampling operations.
The feature maps of the skip connections were cascaded. Our model parameters are set to batch size
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of 20, learning rate of 0.0001, and iteration count of 50000. The dataset was divided into training,
validation, and testing sets in a ratio of 3:1:1, and a 5-fold cross-validation was performed.

Table 1: Parameter settings of our network

Parameter Value Parameter Value

Window size 64 × 64 × 3 Kernel size 3 × 3 × 3
Cell size 8 × 8 × 3 Pooling 2 × 2 × 2
Block size 16 × 16 × 3 Learning rate 0.0001
Scan times 7 × 7 Batch size 20
Feature dimension 15876 Iterations 50000
F1 32 F2 32

4.3 Evaluation Metrics

Five evaluation metrics were used to evaluate the performance of our method segmentation. Dice
similarity coefficient (DSC) is one of the most commonly used evaluation metrics in medical image
segmentation, defined as follows [53]:

DSC = |A ∩ B|
1
2
(|A| + |B|) = 2|A ∩ B|

|A| + |B| (4)

By normalizing the intersection sizes of sets A and B to the mean of their values, the measurement
assesses the degree of matching between them. The related error measure is the volumetric overlap error
(VOE), which has the following definition [53]:

VOE (A, B) = 1 − A ∩ B
A ∪ B

× 100% (5)

Relative volume difference (RVD) is defined as follows:

RVD (A, B) = |B| − |A|
|A| × 100% (6)

Furthermore, the distance error’s maximum symmetrical surface distance (MSSD) and average
symmetrical surface distance (ASSD) were computed [53].

ASSD (A, B) =
∑n

i=1 d(A, S(B) + d(B, S(A))∑n

i=1 S(A) + S(B)
× 100% (7)

MSSD (A, B) = max
(

max
(∑n

i=1
d(A, S(B))

)
, max

(∑n

i=1
d(B, S(A))

))
× 100% (8)

where, S(A) represents the surface voxel of A, S(B) represents the surface voxel of B.

4.4 Ablation Study

The proposed network selects 3D Unet [44] as the baseline network. Multi scale attention skip
connection (MSASC) was added to the baseline (B+MSASC), a transformer was added to the baseline
(B+Transformer), and the transformer and feature fusion module (B+Transformer+Fusion) were
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aggregated in the baseline to show the accuracy of the network structure for prostate segmentation
(Table 2). Adding the proposed MSASC (B+MSASC) to the baseline network dramatically improves
the evaluation metrics. Compared to Baseline, the DSC for prostate segmentation increased by 1.46%
with the addition of a multi-scale attention skip connection module (B+MSASC). Therefore, MSASC
plays a crucial role in the proposed network structure. However, the DSC for prostate segmentation
using the baseline and transformer joint module (B+Transformer) increased by 1.2%. Our method
improves segmentation DSC performance by 6.79% compared to Baseline. Our developed model is
able to extract both global and local features in prostate segmentation, allowing the network to learn
more detailed information about the prostate.

Table 2: Ablation study of network components

DSC (%) VOE (%) RVD (%) ASSD (mm) MSSD (mm)

Baseline 86.89 ± 3.40 27.63 ± 4.89 9.74 ± 4.19 2.55 ± 0.22 17.09 ± 1.57
B+MSASC 88.35 ± 2.87 19.17 ± 6.27 7.53 ± 2.85 2.36 ± 0.62 14.76 ± 2.57
B+Transformer 88.09 ± 5.24 20.34 ± 3.68 6.23 ± 4.82 2.81 ± 0.88 16.52 ± 2.85
B+Transformer+Fusion 89.64 ± 2.14 17.63 ± 2.79 3.87 ± 1.35 2.03 ± 0.51 13.01 ± 2.11
Our method 93.68 ± 1.88 15.24 ± 3.46 1.21 ± 2.22 1.44 ± 0.18 10.35 ± 2.07

4.5 Qualitative Evaluationn

Fig. 5 shows the segmentation results of our method. The first column represents the original
MRI image of the prostate. The second column represents the annotated image of the prostate by
a doctor (as the ground truth). The third column represents the results of our method. The fourth
column represents the comparison display of results and marks on the original drawing, the red line
represents the result of our method, and the green line represents the ground truth. The fourth image’s
magnified picture of the prostate’s major region is depicted in the fifth column. As illustrated in Fig. 5,
our segmentation results are highly correlated with the prostate area annotated. The prostate lacks
clear margins and complex background textures between the prostate and other anatomical structures,
whereas the size, shape, and intensity distribution of the prostate have changed significantly. On the
other hand, as column 5 of Fig. 5 shows, our approach performed well in border processing of the
MRI images.

4.6 Comparative Experiment

Our comparative methods include (1) Classic 3D segmentation network: 3D Unet [44], 3D
Dense-Unet [54]; (2) prostate segmentation network: HD-Net [55], Patch wise DeeplabV3+ [56];
(3) transformer segmentation network: ViT [48]; and (4) recent segmentation methods: PMF-Net [8] and
3D PPU-Net [9]. 3D Unet extends the previous U-Net [10] architecture by replacing all 2D operations
with 3D operations. 3D Dense-Unet [54] explores a dense attention gate based on 3D Unet to force
the network to learn rich contextual information. Hybrid Discriminant Network (HD-Net) [55] is
a 3D segmentation decoder that uses channel attention blocks to generate semantically consistent
volumetric features and an auxiliary 2D boundary decoder that guides the segmentation network to
focus on semantic discriminative on-chip features for prostate segmentation. Patch-wise DeeplabV3+
[56] studied encoding decoding CNNs for prostate segmentation in T2W MRI. ViT [48] successfully
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applied a transformer to image classification tasks and performed well. PMF-Net [8] and 3D PPU-Net
[9] are recently proposed methods for prostate segmentation.

Figure 5: Segmentation results of prostate region of our method. First column: Original MRI image
of prostate. Second column: The annotated image of the prostate by the doctor (as the ground truth).
Third column: The results of our method. Fourth column: Comparison display of results and marks
on the original drawing, the red line represents the result of our method, and the green line represents
the ground truth. Fifth column: Enlarged view of the main prostate area on the fourth image

4.6.1 Quantitative Evaluation

Table 3 shows the average quantitative score of the 5-fold cross-validation of prostate segmenta-
tion. All metric systems are described in detail in [53]. The 3D Unet [44] proposed for 3D image data
and its current improved algorithm were not sensitive to the boundaries of the prostate MRI images.
Compared with 3D Dense-Unet [54], HD-Net [55], Patch-wise DeeplabV3+ [56], 3D Unet [44], ViT
[48], PMF-Net [8], 3D PPU-Net [9], and our method achieved better scores in terms of the DSC,
VOE, RVD, ASSD, and MSSD. For the classic segmentation network, our method improves the DSC
of prostate segmentation by 6.79% compared to 3D Unet and 5.93% compared to 3D Dense-Unet.
For the prostate segmentation network, our method improves the DSC of prostate segmentation by
3.78% compared to HD-Net and 3.38% compared to patch-wise DeeplabV3+. For the Tranformer
network, our method improves the DSC of prostate segmentation by 5.96% compared to ViT. Our
method has increased the DSC value by 2.65% compared to the latest prostate segmentation method
(3D PPU-Net [9]). Several other evaluation metrics have also been improved to some extent.
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Table 3: Quantitator score for prostate segmentation results

DSC (%) VOE (%) RVD (%) ASSD (mm) MSSD (mm)

3D Dense U-net [54] 87.75 ± 2.17 26.40 ± 3.21 8.87 ± 2.86 2.48 ± 0.04 16.96 ± 0.98
HD-Net [55] 89.90 ± 2.66 18.24 ± 4.31 6.24 ± 6.80 2.10 ± 0.42 13.53 ± 2.52
DeeplabV3+ [56] 90.30 ± 2.08 17.63 ± 3.45 2.40 ± 1.81 1.98 ± 0.41 12.39 ± 2.19
3D Unet [44] 86.89 ± 3.40 27.63 ± 4.89 9.74 ± 4.19 2.55 ± 0.22 17.09 ± 1.57
ViT [48] 87.72 ± 2.05 23.99 ± 3.93 9.56 ± 3.62 2.39 ± 0.14 15.74 ± 1.70
PMF-Net [8] 90.21 ± 2.26 17.88 ± 4.65 2.73 ± 2.16 2.04 ± 0.37 12.77 ± 2.23
3D PPU-Net [9] 91.03 ± 3.27 15.65 ± 2.94 2.32 ± 0.18 1.76 ± 0.21 11.04 ± 2.14
Our method 93.68 ± 1.88 15.24 ± 3.46 1.21 ± 2.22 1.44 ± 0.18 10.35 ± 2.07

Fig. 6 presents a quantitative 5-fold cross-validation evaluation of the DSC for the 3D Dense-
Unet [54], HD-Net [55], Patch-wise DeeplabV3+ [56], 3D Unet [44], ViT [48], PMF-Net [8], 3D PPU-
Net [9], and our approach in the test set. HD-net solved the 3D prostate MRI image segmentation
problem. Patch-wise DeeplabV3+ proposed by [56] demonstrated the best performance in prostate
images. 3D Unet [44] is our network baseline and improved its skipping connection part. PMF-Net
[8] and 3D PPU-Net [9] are recently proposed methods for prostate segmentation. Better DSC values
for prostate segmentation are obtained by our approach thanks to the multi-scale attention module,
3D transformer, and feature fusion of encoder and transformer.

Figure 6: Quantitative comparison of 5-fold cross validation of DSC between the comparative methods
and our method

4.6.2 Qualitative Evaluationn

In Fig. 7, prostate segmentation results are shown compared to ground truth average (red lines),
3D Dense-Unet (green lines), HD-Net (blue lines), Patch-wise DeeplabV3+ (light blue lines), 3D Unet
(yellow lines), ViT (purple lines), and our method (white lines). Columns (1) and (3) in each subfigure
display the segmentation findings superimposed over complete MRI images, whereas columns (2) and
(4) display an expanded view of the rectangular region denoted by a black box. Some of the boundaries



CMC, 2024, vol.78, no.2 1661

between prostate regions were not detectable using the other technique from the columns (2) and (4)
of Fig. 7 because of the influence of inadequate contrast. On the other hand, our method yielded a
better level of consistency with the usual ground facts.

Figure 7: Comparison of segmentation results for 8 example cases. The results of different methods
and the region expansion map are shown, respectively. Red line: ground truth; White line: Our method;
Green line: 3D Dense-Unet [54]; Blue line: HD-Net [55]; Light blue line: Patch-wise DeeplabV3+ [56];
Yellow line: 3D Unet [44] and Purple line: ViT [48]

The 3D visualization results from the ground truth, 3D Unet [44], ViT [48], HD-Net [55], Patch-
wise DeeplabV3+ [56], and 3D Dense-Unet [54], are compared with our technique in Fig. 8. The red
region is the 3D prostate. As shown in Fig. 8, Our method holds a high degree of relevance between
the segmentation results of prostate MRI images and the ground truth annotated by experts.
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Patch-wise 
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3D CTFL-Net
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Figure 8: Comparison of 3D results between comparative methods. Based on five different perspectives
of a patient, the 3D results of prostate MRI are shown

Using comparison approaches, the prostate region’s MRI image segmentation results are dis-
played in Fig. 9. Each column is the segmentation results of different methods: PMF-Net [8], 3D
PPU-Net [9], and our method. As shown in Fig. 9, our method maintains higher consistency with
the annotation than other methods. Our method has shown good segmentation results for smaller or
blurry prostate regions. This depends on the multi-scale attention, transformer module, and feature
fusion module we designed, which extract multi-scale information of the prostate and fuse global and
local features, making the prostate segmentation results more accurate.
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Figure 9: Comparison method for the prostate results of the MRI. Red denotes the prostate, which is
a slice of the same case obtained using various techniques. Each column is the segmentation results of
different methods: PMF-Net [8], 3D PPU-Net [9] and our method

5 Discussion

In this study, we demonstrate the successful segmentation of 3D prostate MRI images using our
suggested approach, 3D AGMSF-Net. Importantly, we propose that the fusion of 3D transformer
features and 3D convolutional neural networks is applied to the analysis of 3D volume data, suggesting
that 3D features are more suitable for 3D image segmentation by considering spatial continuity and
adjacent pixel characteristics. Although some previous studies [31–43] also used CNN to solve the
problem of prostate MRI image segmentation, they did not fully consider the boundary information
of the prostate, making the prostate segmentation inaccurate. We propose an attention mechanism for
extracting multi-scale features, which is embedded in the skip connections of the baseline model. The
3D transformer feature we proposed extracts the rich information of the prostate boundary and merges
it with the deep features of the 3D CNN encoder to precisely segment prostate MRI images. The 3D
transformer feature describes the regional object through global and local features, which makes up for
the inaccuracy of the 3D CNN in boundary segmentation. We chose 3D Unet as the baseline of the 3D
CNN module because the structure of the U-shaped network is suitable for analyzing medical images.
The U-shaped network structure is a research hotspot in medical image processing. In recent years,
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many studies [45,46,50,54] have improved the U-net network to achieve better performance. However,
none of them express enough information on multiple scales. Based on 3D Unet, each layer of decoders
integrates information that is equal to or less than the scale and the more significant features of the
decoder, thereby gathering comprehensive data.

We compare our method with other methods [44,48,54–56]. 3D Dense-Unet [54] achieved dense
connections but does not represent semantic information at full scale. The missing information
causes the extracted feature maps to be blurred. Although HD-Net [55] also considers the boundary
information, that is, uses the channel attention block to generate an auxiliary 2D boundary decoder to
guide the segmentation network. Still, they only consider the 2D boundary information, which is far
from enough for the segmentation of 3D MRI. Patch-by-patch to segment the prostate, DeeplabV3+
[56] segmented many blocks and entered it into the previously build DeeplabV3+. The boundary as
a result of the divided image, making the boundary non-continuous. We also compare our method
with the transformer method ViT [48] for verification. The 5-fold cross-validation shows that our
method is more consistent with the doctor’s ground truth than other algorithms. Multi-scale attention
mechanism, 3D transformer, feature fusion of 3D transformer, and encoder features can effectively
segment 3D prostate MRI images. The attention mechanism is embedded in the jump connection of the
baseline model to extract multi-scale features of the prostate gland. The addition of a 3D transformer
makes the boundary segmentation more refined. For the case of small targets (Figs. 7C and 7D), for
situations where goals and backgrounds are similar (Figs. 7G and 7H), accurate segmentation can still
be achieved by our method.

Although the effectiveness of the fusion of transformer features and deep features is revealed by
these studies, there are also limitations. First, it takes a lot of time to extract 3D transformer features.
Second, in each layer of the decoder of 3D CNN, multi-scale features are integrated, which increases
the complexity of the network. We will further optimize the network in the future. In addition, we
intend to investigate a better-performing method structure to solve the segmentation problem of other
lesions in MRI images.

6 Conclusion

In this paper, we suggested a 3D AGMSF-Net for prostate MRI images segmentation. We
propose an attention mechanism for extracting multi-scale features, which are embedded in the skip
connections of the baseline model. The 3D converter module has been introduced to enhance global
feature representation by adding it during the transition phase from encoder to decoder. A feature
fusion mechanism has been designed to fuse multi-scale features to express more comprehensive
information. We validated the proposed method on the dataset of a local hospital. The results indicated
that the proposed method segmented prostate MRI images better than the improved 3D Unet method
and the latest deep learning methods. Quantitative experiments have shown that our results are highly
consistent with annotation. The segmentation of the prostate has a profound impact on the diagnosis
of prostate cancer and lays the foundation for the automatic diagnosis and recognition of tumors. We
will consider further expanding to quantitative analysis research on prostate cancer to better assist
doctors in the effective treatment and prognosis of patients.
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