
This work is licensed under a Creative Commons Attribution 4.0 International License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.

echT PressScience

DOI: 10.32604/cmc.2024.047989

ARTICLE

A Heuristic Radiomics Feature Selection Method Based on Frequency
Iteration and Multi-Supervised Training Mode

Zhigao Zeng1,2, Aoting Tang1,2, Shengqiu Yi1,2, Xinpan Yuan1,2 and Yanhui Zhu1,2,*

1School of Computer, Hunan University of Technology, Zhuzhou, 412007, China
2Hunan Key Laboratory of Intelligent Information Perception and Processing Technology, Zhuzhou, 412007, China

*Corresponding Author: Yanhui Zhu. Email: swayhzhu@163.com

Received: 24 November 2023 Accepted: 14 March 2024 Published: 15 May 2024

ABSTRACT

Radiomics is a non-invasive method for extracting quantitative and higher-dimensional features from medical
images for diagnosis. It has received great attention due to its huge application prospects in recent years. We can
know that the number of features selected by the existing radiomics feature selection methods is basically about ten.
In this paper, a heuristic feature selection method based on frequency iteration and multiple supervised training
mode is proposed. Based on the combination between features, it decomposes all features layer by layer to select
the optimal features for each layer, then fuses the optimal features to form a local optimal group layer by layer
and iterates to the global optimal combination finally. Compared with the current method with the best prediction
performance in the three data sets, this method proposed in this paper can reduce the number of features from about
ten to about three without losing classification accuracy and even significantly improving classification accuracy.
The proposed method has better interpretability and generalization ability, which gives it great potential in the
feature selection of radiomics.
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1 Introduction

As a novel, economical and convenient non-invasive technology [1], radiomics aims to extract
quantitative and higher dimensional data from digital biomedical images to promote the compre-
hensive exploration of medical image information and changes in information [2]. The operations of
radiomics are intuitive and have good interpretability [3]. In addition, it is closely linked with artificial
intelligence, and has great potential to achieve standardization and automation to greatly improve the
efficiency of diagnosis [4]. So, it has received much attention in the field of medical diagnosis in recent
years [5].

The radiomics pipeline of modelling with manually defined features and deep learning. For Mod-
elling with manually defined features, it includes the main steps: Data acquisition and preprocessing,
tumor segmentation, feature extraction and selection, and modeling. For deep learning, it is an end-
to-end method without separate steps of feature extraction, feature selection and modelling. Trained
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models from both two methods should be validated with a new dataset and then could be applied. The
standard radiomics process is shown in Fig. 1.

Figure 1: The standard radiomics process. Abbreviations: AUC, area under the receiver operating
characteristic curve; C-index, concordance index; DFS, disease-free survival; PFS, progression-free
survival; OS, overall survival. Reprinted with permission from Liu et al. [6]

Radiomics features typically comprise a small number of components that are easily understood
by people, such as tumor dimensions, shape, and margin characteristics. However, they also encompass
a multitude of components that are not readily understandable to individuals, including enhancement
texture, quantifications of kinetic curves, and enhancement-variance kinetics [7]. Despite their com-
plexity, all these components reflect certain characteristics of the image. However, the total amount of
these features is huge, which is also a common problem in the application of artificial intelligence in
the medical field, namely low computational efficiency and performance degradation caused by high-
dimensional data [8]. Therefore, it is necessary to streamline the data, generally using two methods:
Feature reduction and feature selection [9].

Feature dimensionality reduction is a method of removing noise and redundant features by
projecting the original high-dimensional data onto a low-dimensional subspace [10]. However, features
mapped to subspaces can lose their original position information, resulting in the loss of many physical
meanings, which limits their application in many fields, such as gene and protein analysis [11], because
a crucial factor in the clinical application of artificial intelligence is the interpretability of the model
[12]. Feature selection is an effort to select feature subsets from high-dimensional data to improve
data density, reduce noise features, and alleviate overfitting, high computational consumption, and
low-performance issues in practice [13]. Therefore, feature selection and dimensionality reduction are
crucial for data processing, and feature selection does not alter the features themselves, making it more
interpretable than feature dimensionality reduction [14]. For this reason, feature selection methods are
generally used in radiomics [15].

However, currently in the field of radiomics, there are some common problems with existing
feature selection methods. Firstly, most of the selected features are 5 or more, and secondly, the selected
features cannot achieve satisfactory results on models with good solvability, such as on decision trees.
This study aims to solve this problem.

This paper proposes a new heuristic hybrid method based on the wrapping method and embedding
method. It takes the wrapping method as the core to ensure accuracy, uses an embedding method for
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primary selection to reduce the search space, and is guided by heuristic ideas inspired by chemical
reactions between substances to accelerate convergence. This method was validated in radiomics
datasets from three different fields.

The remaining parts of this study were conducted in the following manner: Section 2 gives the
related work on the feature selection methods. Section 3 involves the dataset and its partitioning
used in this study. A detailed explanation of the algorithm proposed in this article is provided in
Section 4. Section 5 provides a detailed introduction to the experimental design of this method.
Section 6 provides the experimental results and an analysis of the experimental results. Section 7
contains discussions, while Section 8 contains conclusions and future work.

2 Related Work

According to evaluation criteria, existing feature selection methods can be divided into four
categories: 1) Wrapping method; 2) Filtration method; 3) Embedding method; and 4) Hybrid method
[16]; The wrapping method uses the role of features in the classification model (F-M) as a selection
factor, continuously selecting feature subsets from the initial feature set, evaluating the subsets based
on the performance of the model, until the best subset is selected, such as recursive feature elimination
(RFE) [17] and genetic algorithm (GA) [18]. The filtering method usually uses certain statistical
measures (such as t-test [19] and mutual information [20]). Embedded methods mainly use the
interdependence relationship (F-F) between features as a selection factor and feature selection as
part of the training process, such as Least absolute shrinkage and selection operator (LASSO) [21]
and Boruta [22]. Each single method has its own significant advantages and disadvantages [23].
For example, filtering methods usually operate faster than wrapping methods. However, compared
to wrapping methods, the main problem of filtering methods is that they only consider individual
features and ignore the combination characteristics between features, so they often cannot achieve
higher classification accuracy [24]. The wrapping rule has problems with slow training speed and easy
overfitting on small samples [25]. Embedded methods also have the disadvantage of not being suitable
for high-dimensional data and having poor universality [26].

Hybrid methods combine multiple methods, which can significantly reduce the disadvantages
of each single method while maintaining its advantages [27,28]. For example, a hybrid method is
composed of the filtering method and wrapping method, in which the filtering method first removes
irrelevant features, and the wrapping method selects important features from a candidate subset.
Combining multiple basic methods can help one better adapt to different tasks, playing a certain
complementary role in advantages [29].

In addition, there is an important heuristic idea that is inspired by various natural phenomena,
aiming to apply the principles behind certain natural phenomena to feature selection methods. The
application of this idea has achieved great success in recent years [30,31]. According to their sources of
inspiration, some of them are inspired by biological phenomena such as natural evolution. In contrast,
others imitate the social behavior of animals in cattle and sheep herds [32–34] or imitate some physical
laws in nature [35], as well as inspired by human invention activities [36].

This study is influenced by the characteristics of chemical reactions in the field of chemistry,
treating a group of features as a single chemical substance. If the characteristics of different groups are
combined to improve accuracy, they are considered to have undergone a binding reaction. The overall
view is that the higher the score of the combination and the fewer elements, the easier it is to react
and bind more tightly. Adopting this principle can, to some extent, avoid the occurrence of extreme
situations where only strong features are combined with each other.
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3 Dataset Introduction and Partitioning
3.1 Dataset Introduction

To verify the universality of the proposed radiomics feature selection method in different
radiomics tasks, this study collected open-access datasets from three different fields of radiomics.
Table 1 lists the detailed information of each dataset, including the corresponding dataset, the category
and number of patients, and the number of features. Each dataset used in this study was approved
by the respective institutional ethics review committee, and the data collection process complied with
relevant guidelines and regulations. In addition, this experiment only focuses on selecting the most
important feature among the radiomics features extracted by the patient, so the data directly used is
the radiomics feature data that has already been extracted from the imaging data.

Table 1: Introduction to datasets. Abbreviations: HGG, high-grade glioma; LGG, lower-grade glioma;
ATS: Achilles Tendinopathy in Skiers; UCAT, unilateral chronic Achilles tendinopathy; HCC: Hepa-
tocellular carcinoma; MTMs, Macro trabecular-massive subtype

Dataset name Total Category1/numbers Category2/numbers Number of features

BraTS2019 [37] 177 HGG/101 LGG/76 967
ATS [38] 139 UCAT/88 Healthy feet/51 832
HCC [39] 365 MTMs/122 Not MTMs/243 468

The specific representation of radiomics feature data is represented by numerical values, and each
feature is represented by a numerical value. The calculation of these feature values can be obtained
through a series of manually set statistical quantification indicators or through deep learning. These
data look like a table filled with numbers, where rows represent the samples and columns represent the
radiomics characteristics of the samples.

3.2 Dataset Partitioning

Divide each dataset into three types according to the size of the training set: Small, medium, and
large, namely Data_A. Data_B. Data_C. This way, we can compare and determine which method is
more effective when the sample size is small. In addition, in order to make the comparison of their
generalization ability more reliable, we divided the test set into two parts. Because two test sets may
have one high and one low, and only one test set would not reflect such a difference, dividing the test
set into two parts greatly avoids this problem. If the sample size is too small, there is no need for further
division. Table 2 provides a detailed description of the partitioning results.

Table 2: Dataset partitioning

Divided by
training set

Detailed division BraTS2019 (Total
/HGG/LGG)

ATS (Total/
UCAT/healthy
feet)

HCC
(Total/MTMs/not
MTMs)

Data_A Train 36/21/15 24/12/12 40/14/26
Test1 54/30/24 50/31/19 160/50/112
Test2 75/21/54 65/45/20 160/58/100

(Continued)
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Table 2 (continued)

Divided by
training set

Detailed division BraTS2019 (Total
/HGG/LGG)

ATS (Total/
UCAT/healthy
feet)

HCC
(Total/MTMs/not
MTMs)

Data_B Train 75/21/54 65/45/20 169/64/105
Test1 36/21/15 24/12/12 88/27/61
Test2 54/30/24 50/31/19 108/31/77

Data_C Train 129/51/78 100/67/33 257/91/166
Test1 36/21/15 40/21/19 108/31/77
/ / / /

4 Proposed Algorithm
4.1 Multiple Supervised Training Mode

To improve the generalization ability of the selected features in this method, this paper proposes
a multi-supervised training mode. Divide the training data into several subsets and train each subset
separately while other subsets participate in evaluating performance. The trained model uses the lowest
score of the other subsets participating in the evaluation as the score of that subset, and ultimately uses
the lowest score of all subsets as the final score. Fig. 2 shows the process of multi-supervised training
mode. Algorithm 1 provides a detailed description of its implementation.

Algorithm 1: Multiple supervised training mode
Input: A feature combination
Output: The score of this feature combination
Split the training set into N subsets and save them in A
Initialize model M and list_ acc1
for each element in A do
Initialize list_acc2

Extract the corresponding combination of features from the element for training
Update the prediction model M
for each element in A do

Use M for prediction and add the score to list_acc2
end for
Add min(list_acc2) to list_acc1

end for
return min(list_acc1)

4.2 Feature Selection Method Based on Frequency Iteration

This paper proposes a heuristic feature selection method based on frequency iteration to make
the best use of the advantages of the wrapping method and the embedded method while avoiding their
disadvantages as much as possible to achieve a good balance. First, the embedded method is used to
conduct a preliminary selection of features to reduce the search space quickly. LASSO is the best way
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to match. On the one hand, LASSO can flexibly control the number of pre-selected features, and the
features selected by LASSO have good noncollinearity [40].

Figure 2: The process of multi-supervised training mode

The basic operation of the heuristic feature selection method based on frequency iteration
is decomposition and refusion. The total feature combination is divided into a series of small
feature combinations, and then the local optimal combination is generated from the small feature
combinations. These local optimal combinations are fused, and then the operation is repeated until
the specified number of features are iterated. The decomposition method can change the exponential
increase in search complexity caused by the linear increase in the number of features to a linear increase
[41], greatly reducing the complexity of the wrapping method. For each segment, the refusion can
largely offset the data isolation effect forced by data segmentation.

The generation of local optimal combinations adopts the idea of dichotomy, which always follows
the principle of pairwise combination. If the accuracy of the combination improves, a new combination
is generated. Otherwise, the one with the highest accuracy is selected from the old combination.

This method can largely take into account weak (but important) predictive factors highly
correlated with strong predictive factors [42] rather than tending towards combinations between strong
features, as such combinations may actually have poorer results, and sometimes the combination
between weak features or strong and weak features may have better results [43]. This method largely
avoids extremism, greatly increasing the probability of various potential good combinations meeting.
Algorithm 2 summarizes the basic process of this scheme. Fig. 3 shows an example of the overall
process of this method. Table 3 summarizes the objectives that each step of Algorithm 2 aims to
achieve.

Algorithm 2: Feature selection method based on frequency iteration
Input: Radiomics feature dataset
Output: Best feature combination Select the size S of each fragment
Initialize the high potential feature group q and the number of elements Q in q
Using embedded methods for preprocessing to form the initial feature group Primary
q = Primary
While (Q < size) do

(Continued)
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Algorithm 2 (continued)
Step1. Divide q into several segments of length S
Step2. Combine the features in each segment in pairs and use Algorithm 1 to calculate the

combined score. If the combined score is greater than the highest score in the current segment, retain
it. Then repeat this operation for the retained combination until the score no longer improves

Step3. Rearrange the local optimal combination obtained from all fragments into a long list q,
and perform a small amount of cross exchange of element positions in q
Step4. Perform step 2 on the features in q, and for the newly generated combination, if there are
combinations with the same accuracy as the existing combination, count their respective frequencies
separately, and repeat the step2 until the only high score combination or the combination with the
highest frequency is obtained
Step5. Find out the part in Primary that does not contain the features obtained by step4, then combine
it with the combination obtained by step4 one by one and record the part with the highest score in all
combinations. If they exceed the combination before the combination, replace the combination after
the combination with a new combination
Step6. Repeat step 5 until no combination with higher scores appears
Return Output the combination with the highest score in history

Figure 3: An example of the overall process of this method
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Table 3: The purpose of each step in Algorithm 2

Step Purpose

Step1 Reduce search complexity
Step2 Discover promising combinations
Step3 Integrate all potential combinations
Step4 Perform iterative operations to retain the most promising overall combination
Step5 To some extent, to prevent omissions
Step6 Iterating step 5 to obtain the final combination

4.3 Algorithm Complexity Analysis

4.3.1 Time Complexity Analysis

In Algorithm 1, two loops are nested, and each loop performs a traversal with a time complexity
of O(N), resulting in an overall time complexity of O(N2).

In Algorithm 2, the main consideration is the time complexity of iteratively executing steps 1, 2,
and 3, which are related to the number of features S contained in the shard and the initial number
of features N. Their execution process is first to perform a pairwise combination operation on each
shard, then recombine it pairwise again from the new combination and retain the combination with
improved accuracy until only one combination is left. The time complexity of a pairwise combination
of elements is O(S2) because each shard needs to be executed once, the time complexity is O

(
N/S · S2

)
.

Considering that the amount of data per cycle is approximately reduced to the original S/2, and S
selects a smaller constant as its value (which is the key to reducing overall complexity, in this experiment
it is 6), the time complexity is O(logN). Although the step 2 operation also includes other sub-
operations, its computational complexity can be ignored compared to the computational complexity
of the first operation of this operation. Considering the characteristics of time complexity in each
stage, it can be determined that the total time complexity is O(logN · N). The calculation derivation is
as follows:

O = logN ·
(

N
S

)
· S2 = logN · N · S = logN · N (1)

4.3.2 Spatial Complexity Analysis

Algorithm 1 uses two lists, both of which have a spatial complexity of O(N), resulting in an overall
spatial complexity of O(N).

Algorithm 2 requires a pairwise combination of elements in each shard, and the amount of data
stored in each shard is S · (S − 1)/2. Afterward, each shard will retain a result. Although the spatial
complexity of this operation is O

(
S2

)
because S will choose a smaller integer, S will definitely be much

smaller than N, so the spatial complexity can be regarded as O(N).

5 Designs for Experiments
5.1 Selection of Basic Classifiers

When using the wrap method for feature selection, it is necessary to specify a basic classifier. In
the feature selection of radiomics, the classification accuracy and speed of support vector machine
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(SVM) in binary classification problems are excellent, and the comprehensive performance is better
than other classifiers. Therefore, in this experiment, SVM is used as the basic classifier when using the
wrapping method for feature selection.

In order to compare the effects of the features selected by different methods, two basic classifiers,
SVM and decision tree (DT), are used, respectively. Because SVM can best reflect the highest accuracy
of the selected features, and tree-based classifier has the best interpretability [44]. We can intuitively
understand the accuracy (ACC), interpretability, and generalization potential of the selected features
through these two basic classifiers to test the effect of the features selected by different methods. The
hyperparameters of the two basic classifiers are automatically determined by grid search, and both are
subject to fivefold cross-validation.

5.2 Comparison Methods, Parameter Settings, and Evaluation Criteria

Regarding the most advanced feature selection methods in radiomics, Demircioğlu evaluated
29 feature selection algorithms and ten classifiers on ten publicly available radiomics datasets in a
study on radiomics feature selection methods in July 2022 [15]. His research shows that different
feature selection methods vary greatly in training time, stability, and similarity, but no method
consistently outperforms another in predictive performance. However, overall, LASSO performs the
best in analyzing predictive performance among all feature selection methods. Therefore, if compared
comprehensively, it can be said that LASSO is the best method among radiomics feature selection
methods. In the experiment of validating the algorithm, our method was compared with LASSO.

For the parameters of this method, N in Algorithm 1 is set to 5, and size and Q in Algorithm 2 are
both set to 6. For LASSO parameters, penalty items λ determine the sparsity of the selected feature,
and the effect of different sparsity is different in different tasks. To maximize the effect of LASSO,
compare the effect of sparse and dense states, respectively, and select the best one λ, then select the
best five and the best ten features respectively for comparison. The specific evaluation indicators and
standards are shown in Table 4.

Table 4: Evaluation indicators and standards. Explanation: Accuracy: The number of successfully
predicted samples divided by the total number of samples; p value: Calculate the individual p value
represented by the combined whole and use logistic regression in multivariate statistical methods to
verify the correlation strength of the whole as a feature combination for classification

Evaluating indicator Evaluation criterion

Accuracy The higher, the better
Number of features The fewer the quantity, the better the interpretability and reasoning speed
Classifier DT interpretability is better than SVM
Fluctuate In Data_ A. Data_ B. Data_ The more consistent the indicators among

C, the better the generalization ability
p value The smaller the better. p < 0.05 was considered statistically significant
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6 Experimental Results and Analysis

According to the data division in Table 2, the experiment compares the performance of our
method and LASSO on three datasets. The visualization of the experimental results is shown in Figs. 4–
6. The calculated p values in each experiment are shown in Table 5. The red line in the figure represents
our method, the blue line represents the performance of LASSO finally selecting the five best features,
the black line represents the performance of LASSO finally selecting the ten best features, and the
solid line represents the performance of SVM for prediction, The dotted line indicates that the DT
is used for prediction. The name of the horizontal axis represents whether it is a training or testing
set, and the number represents the number of samples in the training or testing set. In the bar chart,
yellow represents our method, green represents LASSO’s final selection of the best 5 features, and
purple represents LASSO’s final selection of the best 10 features. The number inside the column is the
name code of the feature, which refers to the column of features in the sample. The number above the
column represents the final number of selected features.

Figure 4: Performance of the algorithm on the BraTS2019 dataset
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Figure 5: Performance of the algorithm on the ATS dataset

Figure 6: (Continued)
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Figure 6: Performance of the algorithm on the HCC dataset

Table 5: The calculated p values in each experiment

Dataset Data_A Data_B Data_C

Ours Lasso5 Lasso10 Ours Lasso5 Lasso10 Ours Lasso5 Lasso10

BraTS2019
ATS HCC

0.001 0.003 0.155 0.001 0.030 0.320 0.001 0.001 0.062
0.001 0.058 0.873 0.011 0.120 0.595 0.006 0.960 0.118
0.841 0.065 0.195 0.001 0.295 0.449 0.001 0.842 0.124

In terms of accuracy, under the same classifier, our method performs significantly better than
LASSO in the experiments represented in Figs. 4 and 5, while performing similarly to LASSO in
the experiments represented in Fig. 6. From the number of features selected in the final feature
combination of our method, it can be seen that our method outperforms LASSO significantly in
the experiments represented by Figs. 4 and 6, while slightly better than LASSO in the experiments
represented by Fig. 5. From the perspective of classifiers, whether choosing SVM or DT, our method
outperforms LASSO significantly in the experiments represented in Figs. 4 and 5, and performs
equally on both classifiers. However, LASSO’s performance on DT is far inferior to SVM, indicating
that our method has better interpretability. From the fluctuations in the results of different methods
in datasets with different distributions, it can be seen that our method has smaller fluctuations, better
stability, and better generalization ability. From Table 5, it can be seen from the analysis of the overall
representative p values of the selected feature combinations in each experiment that, except for the
experiment represented in Fig. 6, our method’s final selected feature combination has a significantly
stronger overall association strength for classification than LASSO, with a very high confidence level.

7 Discussion

Through the analysis of the experiment, it can be known that the main advantage of our method is
that it can reduce the number of ultimately selected features, and reducing the number of features can
reduce computational costs, memory requirements, and model complexity to improve computational
efficiency, especially in large-scale datasets and resource-constrained environments. In addition, a
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decrease in the number of features means a reduction in noisy and redundant data, which can
effectively improve the model’s generalization ability. At the same time, selecting fewer features can
make the model easier to understand and interpret, enhance insight into the relationship between
features and models, and improve the interpretability of the model.

Although reducing the number of features greatly helps with the interpretability of the model,
the most helpful aspect is that the selected features can also perform well on the DT. DT has good
interpretability because its model structure is intuitive and has strong visualization ability, which can
clearly display the importance of features and decision rules, enabling people to understand the model’s
decision-making process intuitively. In addition, DT can also determine the relative importance of each
feature through feature importance assessment, further providing the ability to interpret the model.

As for the improvement of the model’s generalization ability, in addition to reducing the number
of ultimately selected features, the most crucial factor is the use of a multi-supervised training mode,
which eliminates combinations with insufficient generalization ability through multiple supervision,
ultimately ensuring the model’s generalization ability.

A major difficulty in applying AI in the medical field is the interpretability of AI decision-making.
Although many deep learning methods have made great progress in accuracy, at this stage, deep
learning still lacks interpretability in many problems, which greatly hinders the clinical application
of AI technology [45]. A fundamental reason for the poor interpretability of artificial intelligence is
that its decision-making parameters are huge, and it is difficult for people to find an intuitive and
explanatory basis from such huge parameters [46]. Reducing the dimension of data is undoubtedly of
great help to solvability. This method can greatly reduce the number of features on which decisions
are based and is conducive to the characteristic engineering and statistical modeling of radiomics [47],
which will greatly help the application of radiomics in practical medical treatment.

Another major challenge in applying artificial intelligence in the medical field is the scarcity
of data resources. Deep learning is currently the mainstream artificial intelligence method, which
requires feeding a large amount of high-quality data to achieve good accuracy [48]. This significantly
limits the application of artificial intelligence in the medical application field. Even some machine
learning methods that do not require much sample size, such as Lasso’s methods, may have insufficient
generalization ability when the sample size is small [40]. The features extracted by the method in this
article have strong generalization ability, and even in a relatively small sample set, representative and
strong generalization ability feature combinations can be extracted.

Because this is a heuristic algorithm, it is inevitably sensitive to the initial values of some
parameters, such as the size of each shard, which leads to different initial values and different results.
There are two solutions to this situation to obtain good and stable results. Firstly, a small-scale grid
search can be performed for the value of S. Additionally, multiple tests can be conducted for the same
value of S to select the optimal result.

In addition, because the process of this method is segmented and converges layer by layer, there
may also be a so-called “nesting effect”, as the selected or deleted features cannot be deleted or selected
in the later stage [49]. So, a certain segment, may contain features that make another segment more
effective, but being deleted in that segment makes it impossible to meet other segments. Although all
missing elements will be gradually investigated in the end, this can only add to the icing on the cake.
In addition, because this method is essentially a heuristic search method, it inevitably has the problem
of running longer than other methods.
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8 Conclusion and Future Work

In order to overcome the problem of the large number of features ultimately selected by existing
radiomics feature selection methods, which is not conducive to the interpretability and generalization
ability of the model, this paper comprehensively considers the advantages and disadvantages of various
basic methods. To achieve a better balance between computational complexity and classification
accuracy, a heuristic feature selection method based on frequency iteration and multiple supervised
training modes is proposed. It takes the wrapping method as the core to ensure accuracy, the
embedding method for initial selection to reduce the search space, and the heuristic idea as the
guidance to accelerate convergence. Based on the combination effect between features, all features
are decomposed layer by layer, and each layer is optimized segment by segment, and then the selected
features are fused to form a local optimal group layer by layer, and finally iterate to approach the
global optimal combination. In addition, to improve the generalization ability, a multiple supervision
mode is proposed. The core is cross-training and cross-evaluation, with a small amount of training
and many evaluations to ensure the model’s powerful generalization ability.

By comparing three different types of radiomics datasets, it was found that this method has great
potential in radiomics feature extraction, effectively reducing the number of ultimately selected fea-
tures. The selected features also have good performance in the decision tree, have good generalization
ability and interpretability, and can be used as a method for radiomics feature extraction, our research
contributions are summarized as follows:

(I) The exponential growth of the search complexity caused by the linear growth of the number
of features in the wrapping method is transformed into linear growth through the divide-and-
conquer idea.

(II) The heuristic idea inspired by chemical reactions, combined with the packaging method as
the core of the local selection and refusion strategy, not only fully considers the possibility of
different combinations during the iteration process, but also avoids the extreme tendency of
only combining strong features with each other.

(III) The model’s generalization ability is greatly improved by using multiple supervised train-
ing mode.

(IV) By combining the wrapping and embedding methods, they avoid two extremes in accuracy and
speed, thus achieving a good balance.

Although our method may not always perform well on all datasets, it does show great potential in
reducing the number of selected features and improving the interpretability and generalization ability
of the model. This can have a positive impact on the clinical application of radiomics.

In the future, we will conduct targeted performance optimization based on the limitations of
this method. One possible direction is that because each segment of the method generates many
combinations, these combinations may discover some rules through statistical analysis. If statistical
learning methods such as the Bayesian theorem can be utilized to a certain extent to dynamically
estimate the potential for different features or feature combinations to produce good results with other
combinations, it will greatly reduce the probability of missing potential good combinations, thereby
greatly improving the performance of the algorithm.
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