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ABSTRACT

Recognizing handwritten characters remains a critical and formidable challenge within the realm of computer
vision. Although considerable strides have been made in enhancing English handwritten character recognition
through various techniques, deciphering Arabic handwritten characters is particularly intricate. This complexity
arises from the diverse array of writing styles among individuals, coupled with the various shapes that a single
character can take when positioned differently within document images, rendering the task more perplexing. In
this study, a novel segmentation method for Arabic handwritten scripts is suggested. This work aims to locate
the local minima of the vertical and diagonal word image densities to precisely identify the segmentation points
between the cursive letters. The proposed method starts with pre-processing the word image without affecting
its main features, then calculates the directions pixel density of the word image by scanning it vertically and from
angles 30° to 90° to count the pixel density from all directions and address the problem of overlapping letters, which
is a commonly attitude in writing Arabic texts by many people. Local minima and thresholds are also determined
to identify the ideal segmentation area. The proposed technique is tested on samples obtained from two datasets: A
self-curated image dataset and the IFN/ENIT dataset. The results demonstrate that the proposed method achieves
a significant improvement in the proportions of cursive segmentation of 92.96% on our dataset, as well as 89.37%
on the IFN/ENIT dataset.
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1 Introduction

Despite significant technological progress, numerous individuals continue to rely on handwritten
text for their work, making the development of automated text recognition a complex endeavour
in computer vision [1]. Text-recognition systems employ automated processes to convert text found
in images into digital formats, enabling them to identify typed and handwritten characters useful in
various domains.

The primary challenges in handwriting recognition primarily pertain to issues related to dis-
tortions and variations in patterns. Therefore, the process of feature extraction plays a crucial role
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[2]. Opting for manual feature selection might result in a lack of necessary information for precise
character classification. On the other hand, a high number of features can often pose problems due to
the increased complexity of handling multidimensional data.

The issue of handwriting recognition has been extensively explored through various approaches,
including support vector machines (SVMs) [3], K-nearest neighbors (KNNs) [4], and more recently,
convolutional neural networks (CNNs) [5]. Nevertheless, earlier examinations in this space have
fundamentally concentrated on Latin script penmanship recognition [6]. The Arabic dialect is one of
the foremost talked-about dialects in the world, with over 320 million speakers. It presents a challenge
for computer frameworks due to their cursive nature in both printed and transcribed shapes, which
change in estimate and fashion [7]. Arabic letters in words are associated with even lines called strokes.
The Arabic dialect comprises twenty-eight essential letters, each of which can be composed in up to
four shapes depending on its position inside the word. Also, dabs in Arabic are utilized to distinguish
between characters and can be found beneath or over the letter [8]. Additionally, the Arabic dialect
is characterized by the nearness of diacritics (i.e., damma, kasra, and fatha), which confer diverse
implications to the same word. In this manner, understanding the features of the Arabic dialect
is pivotal for accomplishing precise results within the recognition preparation. Transcribed Arabic
script division is isolating the script into bunches of related characters or segments. This handle is
fundamental, to begin with, steps in numerous exercises such as optical character recognition (OCR),
manually written Arabic content recognition, record assessment, and other related applications. The
complex interconnects between Arabic calligraphy’s characters make it troublesome to fragment
Arabic calligraphy precisely [9]. Since Arabic penmanship styles shift, ligatures can be utilized, and
character shapes depend on the setting, it can be troublesome to partition Arabic penmanship. To
get exact division discoveries, analysts as often as possible combine space mastery, machine learning
calculations, and picture-preparing procedures [10].

There are many research papers published in the Arabic handwritten recognition area [11].
These studies encompass various techniques, such as deep learning and artificial intelligence [12,13].
However, researchers have not yet achieved satisfactory results compared to English, which is the
most widely spoken language in the world [14]. Additionally, Arabic script is predominantly cursive,
meaning that letters are connected in most cases. This makes it challenging to separate individual
characters, as the boundaries between them are not always well-defined. Furthermore, some Arabic
characters have similar shapes, differing only in the placement of dots or other diacritics. Thus,
improving handwriting recognition will also support the automatic reading of Arabic manuscripts,
especially considering that Arabic script has not changed much over time and that automated processes
can considerably expand the amount of available content [15].

This paper proposes a new Arabic handwritten recognition technique based on validating segmen-
tation points and enhancing a heuristic feature technique. This technique is instrumental in extracting
the features of handwritten Arabic words. Previous studies have utilized segmentation techniques to
confirm segmentation points and validate the initial segmentation point sets. Introducing the merging
of multiple successive segmentation areas is a further technique aimed at improving performance. The
segmentation of handwritten Arabic words is accomplished by combining intelligent and heuristic
techniques. Consequently, a significant contribution is made towards improving Arabic handwriting
recognition based on the Ligature Detection Technique. The proposed technique aids in:

• Preprocessing word images to enhance image quality within the database by reducing distor-
tions or improving features to yield more accurate outcomes.
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• Determine correct segmentation points between the overlapped letters using a diagonal his-
togram (i.e., apply different angles between 30° and 90°).

• Locate the local minima of the vertical and diagonal word image densities, which leads to
accurately identifying the segmentation points between the cursive letters.

The rest sections in this work are organized as follows: Related works are in Section 2. The
proposed technique is in Section 3. The experiments and analysis of the results are in Section 4.
Discussion and limitations are in Section 5. Finally, Section 6 presents the research conclusion and
future works.

2 Literature Review

Research endeavors in the realm of word segmentation and recognition constitute a captivating
and intricate domain. This allure stems from the myriad of applications that can benefit from a
proficient handwritten word recognition system. The expanse of research within word segmentation
and recognition is vast, and replete with complexities, largely due to the numerous algorithms that can
be harnessed to implement word and handwriting recognition systems [16]. The persisting challenge in
this field is intrinsically tied to the refinement of segmentation techniques aimed at extracting outcomes
of utmost precision. Thus, this section shows the related works of this issue, followed by a summary
as illustrated in Table 1.

Table 1: Summary of related works

Ref. Year Tech Dataset Results

Ali et al. [17] 2023 CNN HODA Accuracy 99.50%
Almutairy et al. [18] 2023 MHSA and BGRU KHATT MAE 5.28%, WER

25.13%
Ahamed et al. [19] 2020 CNN Private Accuracy 99.76%
Alqurashi et al. [20] 2021 CNN Hijja Accuracy 97%
Al Hamad et al. [21] 2022 ILDT Benchmark –
Zouhaira et al. [22] 2021 CNN and BLSTM KHATT CER 8%, WER 20.1%
Maalej et al. [23] 2022 MDLSTM IFN/ENIT 92.59%
Granell et al. [24] 2023 BLSTM HisClima –
Pareek et al. [25] 2020 CNN and MLP Private Accuracy 97.21%
Shuvo et al. [26] 2022 CNN Benchmark Accuracy 99.62%
Souibgui et al. [27] 2022 Few-shot learning Borg SER 24%
Alghizzawi et al. [28] 2023 Self-supervised TKH Accuracy 95%
Cao et al. [29] 2020 CNN Benchmark –
Meddeb et al. [30] 2022 Deep-learning BRAD RMSE 80%
Awni et al. [31] 2022 Deep-learning IFN/ENIT 96.11%

Ali et al. [17] utilized a modified deep convolutional neural network for the identification
of hand-written digits, specifically Parisian/Eastern Arabic numerals and Arabic-Indic numerals.
Their proposed model comprises two main components. The initial part incorporates multiple CNN
blocks, involving normalization, pooling, and dropout techniques to engineer relevant features. The
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subsequent segment employs a flattened layer and a fully connected layer for handling classification
tasks. They tested their approach on the HODA dataset and achieved an impressive accuracy of
99.50%. The experimental results investigated optimization techniques revealed that Adam’s process
achieved better results compared to other methods.

The authors in [18] introduced the Bidirectional Gated Recurrent Units (BGRU) and multi-head
self-attention (MHSA) models in an attempt to mimic the functionality of our previous grapheme
segmentation model (GSM). Within the recommended system, word inserting and the combination of
BGRU and multi-head self-attention work together to assist in discovering control focuses (CPs) that
are significant for written-by-hand content division. These CPs incorporate three critical geometric
areas that portray the bounds of each grapheme: the endpoint (EP), the ligature valley point (LVP),
and the starting point (SP). Our model’s viability was demonstrated by exploratory comes about on
the benchmark ADAB and online-KHATT datasets, where it accomplished 3.17% and 5.28% Cruel
Outright Mistake and 12.25% and 25.13% Word Mistake Rate, separately.

CNN components were utilized by Ahamed et al. [19] to recognize written by hand Arabic
numbers. Moreover, the authors included other morphological forms to an already-existing dataset
of manually written Arabic numerals, bringing the whole number of pictures within the dataset up to
72,000. Through changes to a already proposed CNN show, they got a marvellous exactness rate of
98.91%. Also, their proposed engineering attained a momentous 99.76% accuracy, which puts it in line
with the foremost later advancements within the field of transcribed Arabic numeral recognition.

Alqurashi et al. [20] proposed an interesting dataset called Hijja, utilized comprised written by
hand Arabic letters by children aged 7 to 12. Furthermore, they displayed a show for programmed
penmanship recognizable proof that produces utilize of a CNN. With its grid-like engineering, this
demonstration can classify characters into a few categories and recognize characteristics by combining
completely associated, pooling, and convolutional layers. Amazing precision of 97% on the Hijja
dataset and 88% on the Arabic Written by Hand Character dataset were illustrated by the outcomes.

To broaden the range of areas that are not anticipated to constitute segmentation areas, Al
Hamad et al. [21] raised the vertical pixel density. The technique calculates the density of the vertical
pixel for detecting the local minimum points and determining the segmentation points accurately.
By increasing the spacing between characters and limiting the number of local maxima and minima
into which the word picture will split, the method specified the segmentation points. Then, following
the neighborhood’s centre, it develops a line-shaped structuring element and a block along the word
image’s vertical column.

In [22], the authors integrated CNN with Bidirectional Long Short-term Memory (BLSTM)
techniques to recognize Arabic handwriting letters. The KHATT database was used to evaluate the
efficiency of the proposed technique. In the preprocessing stage, they removed extra white regions and
conducted binarization. CNNs were employed to capture features, while BLSTM and Connectionist
Temporal Classification (CTC) were used for sequence modeling. The outcomes demonstrated a
significant enhancement in performance, with an 8% Character Error Rate (CER) and a 20.1% Word
Error Rat (WER) performance measure, outperforming other approaches.

In [23], the multi-dimensional Long Short-Term Memory (MDLSTM) design was inspected, and
three new models’ coordination Dropout, amended straight unit (ReLU), and Maxout were presented
for offline Arabic penmanship recognition. In addition, to assess the execution of these models, the
authors utilized an information increase method which included new operations utilized within the
current IFN/ENIT dataset. The outcomes appeared that the proposed models accomplished the most
elevated precision of 92.59%.
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Granell et al. [24] displayed a database called HisClima combined with a perplexing collection
of chronicled report images. The images in this database are similarly isolated between unthinkable
and running content groups. Both age bunches have a combination of transcribed and pre-printed
fabric. There are numerous acronyms and specialized terms utilized within the content that alludes to
climate and vintage boats. HisClima may be a profitable asset for inquiring about innovation related
to handling and analyzing photos of old reports. This covers the spaces of running and unthinkable
content acknowledgment. The consider gives pattern comes about for Probabilistic Ordering, Content
Recognition, and Record Format Examination. Even though these results show excellent performance,
there is still room for improvement, and some guidelines are offered to help with that.

Pareek et al. [25] presented a novel method for handwritten letter recognition using artificial
intelligence. CNN and Multilayer Perceptron (MLP) were used in this groundbreaking study. Their
experimental experiments yielded noteworthy results in terms of consistency and precision. These
fruitful outcomes subsequently offered a solid basis for augmenting the system’s functionality even
further. The focus on improving the dataset to increase the system’s resistance to differences found in
different handwriting styles was one important feature.

Shuvo et al. [26] introduced a new technique to improve the recognition of handwritten numbers.
The scientists used a CNN to categorize the images of handwritten digits rather than traditional feature
extraction approaches. Their method’s primary contribution is its preprocessing of word pictures,
which skips any explicit feature extraction steps. Their study’s outcome was particularly impressive
because, when compared to other researchers’ approaches, their proposed strategy produced much
greater recognition accuracy for all categories of handwritten numbers.

Souibgui et al. [27] employed few-shot learning to recognize handwriting. The authors used a lim-
ited collection of sample photos for every alphabet symbol to reduce the need for manual annotation.
The procedure entails locating alphabet symbols inside a text line image and decoding them into a
final sequence of transcribed symbols using similarity scores. During the model’s pretraining phase,
artificial line pictures created from a single alphabet are used as training data. The alphabet used here
may not be the same as the one in the target domain. There is another training phase that is carried
out to close the gap between the source and target data.

In [28], the authors focused on introducing a new method to deal with recognizing documents that
contain music and text characters. The proposed method included extracting a set of features from
documents. After that, training a neural network to improve the recognition procedures. The results
illustrated that the proposed method achieved accurate scores. According to the study’s findings, the
proposed technique surpasses basic classification methods in terms of accuracy. Furthermore, as the
size of the training dataset for classification increases, the results indicate that the supervised learning
framework leads to even better performance.

Cao et al. [29] proposed a new method based on the hierarchical understanding of Chinese
characters for zero-shot handwritten Chinese character recognition (HCCR). The authors started
by determining the relationships between the letters and major components to get the tree structure
(i.e., set the priorities). After that, HCCR has been applied to encrypt the tree structure. Then, CNN
was used to learn the structure and radical letters. HCCR proved its efficiency compared with some
methods in the literature.

Meddeb et al. [30] introduced a technique for recommending and predicting ratings for Arabic
textual documents. Their method, a fusion of neural collaborative embedding and filtering, harnessed
deep feature learning and deep interaction modeling to grasp both the broader context and word
frequency details. They applied this approach to the Books Reviews in Arabic Dataset (BRAD),
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comprising 510,600 reviews, and their results outperformed existing methods, delivering an impressive
RMSE of 0.800.

Awni et al. [31] discussed the performance of three randomly initialized deep convolutional neural
networks in identifying Arabic handwritten words. Subsequently, the authors assessed how well the
pre-trained ResNet18 model, initially trained on the ImageNet dataset, performed on the same task.
In addition, introduced a novel approach that involves sequentially transferring mid-level word image
representations through two phases using the ResNet18 model. This approach underwent evaluation
through four sets of experiments conducted on IFN/ENIT datasets. The findings showed a 14%
improvement in recognition accuracy for ten frequently misclassified words in the IFN/ENIT dataset
when utilizing ImageNet as a source dataset.

3 Methodology

This section presents the technique of Arabic handwritten scripts, as well as introduces a new
method to improve the segmentation results, Fig. 1 shows the architecture of the proposed method.
It’s worth mentioning that the proposed technique differs from other techniques. It removes the punc-
tuation marks and dots, which aim to make it easier to locate the expected ligatures or segmentation
points between the letters. In addition, it calculates the script image’s pixel density by scanning the
word image from 30° to 90° and counting the pixel density from all directions which is useful for
recognizing Arabic handwritten characters, more details are shown in the following sub-section.

Figure 1: Architecture diagram of the proposed method

3.1 Step 1: Datasets

Two datasets were used to evaluate the proposed technique. Our initial self-curated image dataset
was assembled from the contributions of 10 distinct individuals. It consisted of 500 random words
extracted from two paragraphs encompassing all conceivable Arabic letter shapes handwritten by
those individuals, as there is not a universally accepted Arabic benchmark dataset for Arabic letter
discrimination [32]. The selection of this dataset ensures that our findings can be benchmarked
against those of other researchers who utilize the same dataset. Subsequently, all Word images were
converted to the (jpg) format. The data utilized in this study comprises a diverse assortment of Arabic
handwritten word samples, as depicted in Fig. 2.
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Figure 2: Samples of handwritten words benchmark dataset written by ten different persons

The second well-known dataset, namely, the IFN/ENIT, contains 32,492 handwritten Arabic
words representing the names of Tunisian cities alongside their postal codes, with contributions from
over a thousand unique individuals [33]. These city names were scanned at a resolution of 300 dpi and
transformed into binary images. The dataset is partitioned into five distinct sets (a, b, c, d, e), enabling
researchers to utilize some for-training purposes and others for testing. Fig. 3 shows a sample of the
mane of four cities.

Figure 3: Samples of handwritten words for four cities from IFN/ENIT dataset

3.2 Step 2: Preprocessing

Prior to further processing, as in the majority of handwriting segmentation and recognition
systems, the words image that was obtained were in an RGB-scale format changed from RGB-level
images to grey-level to utilize binary format. Nevertheless, concisely, it entails converting a greyscale
image (0–255) into a binary image (0–1) causing some features to be lost which can have little effect
on the accuracy of the results.

There are many advantages to storing word images in this format, for example removing color
levels makes it simpler to manipulate images. In addition, Additional processing will be quicker,
and less expensive in time and calculations, and enable more compact storage. There are of course
a number of disadvantages such as the loss of some of the information from the original image or
the introduction of anomalies or noise. Most researchers concluded that current techniques are still
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not enough for the conversion of difficult images. However, they noted that the best results that were
attained employed local conversion techniques. An important part of the image involves determining
the filter at which pixels in the images become white or dark. Local conversion techniques calculate
a threshold based on neighboring pixels. While global techniques determine one style for the whole
image.

The technique described here includes a last preprocessing step at this level. The technique removes
the little foreground objects that were not part of the writing by implementing a series of rules to detect
and remove noise elements that were either prominent in the original word image or that were added
during filling the circles. When the components of the word matrix were found, it was feasible to carry
out a number of helpful operations. Prior to further processing, it was possible to convert a word image
to binary format and then extract the features, and connected components that were considered noise
in the word image.

Another aspect of preprocessing is eliminating dots and punctuation marks, removing these
shapes strokes have been used to enhance the performance of segmentation, dots form obstacles
for the smooth segmentation of handwritten letters for many reasons. There are three advantages
to eliminating punctuating marks. First, to enhance the results of the ligature baseline detection
technique. Second, to increase over-segmentation accuracy using the segmentation technique. It uses a
vertical histogram by calculating the distance between the top and bottom foreground pixels of a word
image; this leads to reduced training errors and times of training/testing neural network and increases
the performance system. There are two disadvantages of removing the dots. Some dots are critical to
be recognized for many reasons such as dote size and merging with other letters. This makes a hardness
to remove it. Also, some letters such as , are detected as dots, this means there is a possibility that
the algorithm may delete them.

As mentioned above, the preprocessing of the initial and crucial stage in developing an OCR model
focuses on enhancing image quality within the database by either reducing distortions or improving
features to yield more accurate outcomes. Despite the fact that the IFN/ENIT images had already
undergone extraction and binarization, we implemented a preprocessing step to resize the input images
to the 32 × 128 dimensions without introducing any distortion. Consequently, the main steps of the
pre-processing for the word image are shown below.

1. Convert RGB image to binary image

The technique converts RGB images to grayscale by eliminating the saturation and hue informa-
tion and keeping the luminance. A binary image is then produced by assigning 0 s to all values under a
globally defined 1 s threshold, then the technique employs a histogram threshold using Otsu’s method,
which chooses the threshold value to minimize the black and white pixels of class variation using a
256-picture histogram.

2. Remove dotes and isolated pixels

The technique removes isolated foreground pixels 1 s that is surrounded by background pixels 0 s
taking into account the size and dimensions of the pattern in length and width, as shown in Fig. 4.

3. Fill close and open (missing circle) letters

Examples of close letters In Arabic scripts are: , , , , , , and missing circle letters
(open litters) examples are: , , , , , . The technique fills the interior background pixels 0
s surrounded by foreground pixels 1 s that take into account the size and dimensions of the pattern in
length and width, as shown in Fig. 5.
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Figure 4: Remove dotes and isolated pixels

Figure 5: Fill close and open (missing circle) letters

The technique includes the background pixels 0 s in the morphological computation without
foreground pixels 1 s. The interior pixel of the pattern identifies the pixel in the image and creates a
flat structure element for the binary images to remove select punctuation marks and then delete them.

3.3 Step 3: Ligature Detection Method

This section describes the proposed technique. Regarding the complicated Arabic handwritten
characters (i.e., the connected characters, unconnected characters, and the curved shape of some
characters), the ligature detection technique is divided into sub-methods to recognize the different
shapes of Arabic handwritten characters.

3.3.1 Vertical Histogram

In Arabic handwriting, a ligature is a brief stroke that joins two letters together. The central portion
of handwritten words typically contains the main component of ligatures. A ligature detection method
can be used to locate potential ligatures by locating the middle region and creating a vertical histogram
for the foreground pixels of the handwriting. If the pixel density of a vertical column in the image were
zero, this would instantly suggest a white space (foreground pixels). Thus, this would be indicated
as a segmentation point without additional investigation. However, the pixel density would then be
determined if foreground pixels were found while scanning the vertical column. The density of vertical
column pixels had to be lower than a specific threshold in order to determine if the word image should
be segmented at that specific location.

Regarding the segmentation areas of non-cursive letters, Fig. 6 provides an illustration of how to
define distinct segmentation areas of the word image containing separate letters or sub-words words
the vertical histogram technique is used to determine these areas by calculating the total background
pixels, and then placing them in the middle of the distance between the two letters, as shown in Fig. 6c.
The local minima of the cursive letters are also calculated as will be explained in detail later. As shown
in Fig. 6d, the segmentation point between the two cursive letters is determined by calculating the
local minima histogram of vertical pixel density and placing reliable segmentation points at the correct
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position when the density column is lower than the specific threshold after calculating the median of
the local minima between the two letters.

Figure 6: Determine segmentation points using vertical histogram (a) word image before preprocessing
(b) word image after preprocessing, (c) vertical histogram locates white segmentation points, (d)
vertical histogram after determining ligature segmentation points, and (e) the word image after
segmentation

3.3.2 30° and 45° Histogram

This section shows the mechanism of dealing with a word that contains vertically overlapped
letters but is not connected. The technique has improved the accuracy of the correct segmentation
points by calculating the diagonal histogram between angles 30° to 45°. It can be noticed that Figs. 7a
and 7b show an example of the letter (wa ‘ ’) overlapping with the letter (ra ‘ ’) and (fa ‘ ’), this overlap
hinders finding a correct segmentation point using the previous method. Therefore, the technique finds
the diagonal histogram on all angles and thus accurately determines the overlapping segmentation
points that will increase the segmentation performance. Figs. 7c and 7d illustrate a segmentation
histogram of angles 30° and 45°, respectively. In both cases, the correct segmentation points were
placed accurately.

3.3.3 60° and 75° Histogram

If two angles achieve the white segmentation area of the overlapping between letters as shown
in Fig. 8a, in this case, and for more efficiency, the method will ignore the second angle as where a
correct segmentation point is placed by the previous one. Fig. 8c shows the segmentation histogram
of degrees 60° where a correct segmentation point has been successfully placed, and Figs. 8b and 8d
show the segmentation histogram of degrees 60° and 75°, where a correct segmentation point has also
been successfully placed.

3.3.4 Local Minima

Returning to segmentation cursive letters, the technique of local minima between two characters is
used, where the technique determines the correct segmentation points if the calculated local minima are
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less than a certain threshold calculated based on the stroke width of the letter. To be clear, Fig. 9 shows
an example explaining all the steps, and Fig. 9b shows the word image after preprocessing according
to the previously explained technique. Fig. 9c appears the vertical histogram that calculates the local
minima between the two letters, thereafter and accordingly determines a correct segmentation point
that achieves the calculated threshold. Fig. 9d shows the locations of all segmentation points after
applying the technique of removing the background pixels in place of the points. The overall results
appear in Fig. 9e by placing the segmentation points correctly between all letters of the cursive word.

Figure 7: Determine segmentation points using angles 30° and 45° histogram (a) overlapped word
image before preprocessing (b) overlapped word image after preprocessing, (c) 30° histogram diagonal
locates white segmentation points, (d) 45° histogram locates white segmentation points

Figure 8: Determine segmentation points using angles 60° and 75° histogram. (a) overlapped word
image before preprocessing, (b) overlapped word image after preprocessing, (c) 60° histogram diagonal
locates white segmentation points, (d) 75° histogram locates white segmentation points
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Figure 9: Determine segmentation points using local minima threshold (a) word image before
preprocessing (b) word image after preprocessing, (c) vertical histogram of the image, (d) vertical
histogram after determining ligature segmentation points, and (e) the word image after segmentation

By locating local minima between the cursive letters and calculating the stroke width of the
handwritten word, the technique placed the appropriate segmentation area when the vertical density of
stroke background pixels between two local minima is smaller than the maximum density of the stroke
in any part of the word. Fig. 10 illustrates the method for determining the segmentation area. Fig. 10a
shows the first step that locates the local minima between two letters. When the ligature calculations
match the specific threshold, the segmentation area is placed as shown in Fig. 10b.

Figure 10: Locating segmentation points using local minima and threshold (a) local minimum of
segmentation area (b) segmentation area after locating
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4 Experimental Results and Analysis

The primary measure for assessing a model classifier’s performance is accuracy, reflecting the
percentage of test samples correctly predicted by the classifier on new or unseen data. Additionally, our
evaluation involved three criteria: (i) instances of over-segmentation, (ii) missed segmentations, and
(iii) bad segmentations. Over-segmentations occur when a character is split into more than three parts
[34]. Missed segmentations refer to correct segmentation points that were not identified. Finally, bad
segmentations happen when a segmentation point fails to perfectly separate two characters, resulting
in the point dissecting a piece of an adjacent character or a similar irregularity.

4.1 Using Our Initial Self-Curated Image Dataset

This section shows the procedures of ligature detection technique on Our initial self-curated image
dataset. 3,097 segmentation points (SP) were tested across the 500-word images extracted from the
database, where the number of segmentation errors found are for letters and not for words. As shown in
Table 2, the criteria were used to demonstrate the technique’s precision. For instance, the first criterion
of error rate is missed segmentations, which refers to the possibility of two adjacent letters not being
separated at all. Bad segmentations, or those that are neither correct nor missed, make up the second
criterion. A bad segmentation occurs when certain letter components have been improperly separated
or when two adjacent letters have been split in a way that either one or both of the letters have been
deformed. The overall technique results performed extremely well with 92.96% accuracy, error rates
for missed segmentation points were very low at 0.16%, and the bad segmentation point achieved
6.88% which is also promising compared to the results of other studies.

Table 2: Performance of the segmentation technique

SP Correct segmentation Segmentation error rates

Missed Bad Total

3,097 2,879 5 213 218
92.96% 0.16% 6.88% 7.04%

Table 3 presents the segmentation performance results for ten writers. These writers wrote some
Arabic paragraphs containing many different words in completely different ways under different
circumstances. Thus, it may affect the level of accuracy of the results. The results illustrate that the
segmentation of the written letters of people (3–5, and 7–9) was excellent with missing errors of 0.00%,
and this indicates the clarity and consistency of writing and character. In addition, the calculation
CPU time for segmentation for each experiment was taken into consideration, to show the efficiency
of the technique. It is worth mentioning that we used a PC Windows 11 operation system with a
Core i7 processor and 16 GB RAM memory for all experiments. It can be realized that the difference
in the style and method of writing scripts affects the processing speed. The width of the line strokes
needs more processing, and therefore the increase in processing time for some writers despite the small
number of segmentation points is due to the quality of writing words. For instance, the writing style of
the writer number seven was clearly overlapping. In other words, the overlapping between the words’
letters without enough spaces by the writer is obviously at the end of the first sub-string of the word’s
shape overlap vertically with the second sub-string of the word’s shape, as shown in Fig. 11.
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Figure 11: Samples of overlapping characters

Table 3: Segmentation performance for 10 persons

Writers SP CPU time Correct segmentation Segmentation error rates

Missed Bad Total

Writer (1) 295 0.0312 285 1 9 10
96.61% 0.34% 3.05% 3.39%

Writer (2) 303 0.1406 276 1 26 27
91.09% 0.33% 8.58% 8.91%

Writer (3) 354 0.4844 326 0 28 28
92.09% 0.00% 7.91% 7.91%

Writer (4) 293 0.1719 281 0 12 12
95.90% 0.00% 4.10% 4.10%

Writer (5) 294 0.1406 265 0 29 29
90.14% 0.00% 9.86% 9.86%

Writer (6) 343 0.2812 317 1 25 26
92.42% 0.29% 7.29% 7.58%

Writer (7) 305 0.5000 279 0 26 26
91.48% 0.00% 8.52% 8.52%

Writer (8) 323 0.4688 301 0 22 22
93.19% 0.00% 6.81% 6.81%

Writer (9) 310 0.3594 286 0 24 24
92.26% 0.00% 7.74% 7.74%

Writer (10) 277 0.3281 263 2 12 14
94.95% 0.72% 4.33% 5.05%

Fig. 12 shows the differences between the ten writers based on segmentation rates. Each column
includes the rate of correct segmentation, missed (if any), and bad for each writer. The accuracy of the
results varies due to the style and quality of writing as mentioned previously. The dash line indicates
the performance of the technique for each writer (i.e., CPU time), relatively. It can be noticed that
there is an inverse relationship between the number of PS and CPU time (i.e., when the determines a
few segmentation points, the processor spends more time).

4.2 IFN/ENIT Dataset

This section shows the efficiency of the ligature detection technique using the IFN/ENIT dataset.
It is worth mentioning that 569-word images were extracted from the IFN/ENIT dataset to test 4585
segmentation points (SP). The extraction aims to focus on the number of segmentation errors found for
letters and not for words. Table 4 illustrates that the ligature detection technique achieves the correct
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segmentation with 89.37%, Error rates for missed segmentation points were very low at 2.34%, and the
bad segmentation point achieved 8.29%. Fig. 13 shows an example of the ligature detection technique
results on the IFN/ENIT database.

Figure 12: Segmentation rates for ten writers

Table 4: Performance of the segmentation technique of IFN/ENIT-database

SP Correct segmentation Segmentation error rates

Missed Bad Total

4,585 4,098 107 380 487
89.37% 2.34% 8.29% 10.63%

Figure 13: Samples of overlapping characters

5 Discussion and Limitations

The primary objective of this research was to create a precise segmentation technique for
accurately processing handwritten Arabic scripts. This section will discuss the significance of the
ligature detection technique in terms the performance and mechanism compared with the other
techniques, as well as the challenges we faced in this work.
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The ligature detection technique employed vertical histograms to segment the word and some
basic important features in Arabic handwritten script were identified, such as average letter width,
middle region detection based on vertical density histograms, local minima of a vertical histogram,
and circular stroke location. The position of circles and semicircles, such as the letters , , ,
etc., or horizontal parallel lines, is another feature that is checked to identify potential segmentation
points to see if there is a gap. The image of the word is scanned from top to bottom (vertically) and at
angles between 30° to 90° that locate the foreground pixels between letters.

The technique proceeds to locate the vertical areas of segmentation between the letters of the
word to identify areas of lower pixel density. Determining the low pixel density in the vertical direction
using vertical histograms of word images would indicate prospective segmentation points. If the pixel
density was zero upon inspection of a vertical column or a diagonal in the image from angle 30° to
before angle 90°, this would indicate a white space and automatically warrant a segmentation point
without further investigation. However, the pixel density would be determined later if a foreground
pixel was discovered while scanning the vertical column. The vertical pixel density for that column
had to be lower than a specific threshold in order to determine whether the word should be segmented
at that specific threshold. The significance of this technique is that the segmentation point is given a
confidence value based on where the feature is located. All segmentation points are then examined,
and concentrations of segmentation points are eliminated to leave the segmentation points that are
most indicative of a given region. The last step is to look over every segmentation point and remove
any that have a low foreground pixel density.

The results of the ligature detection technique using two different datasets were satisfactory, as
shown in Fig. 14. It can be noticed that the results were achieved using the IFN/ENIT dataset at
89.37%. Therefore, we plan to increase its efficiency to deal with other datasets, accurately.

Figure 14: Performance of the segmentation technique

Due to the different datasets used to test the algorithms and techniques, the segmentation results
may be difficult to compare to those of other researchers in the literature. So, in Table 5, we tried
to summarize the comparison results obtained by many researchers in comparison to the proposed
segmentation algorithms, as much as can. The results illustrate that the proposed technique has a
higher level of word segmentation accuracy compared to the other techniques.
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Table 5: Comparison with other segmentation research results in the literature

Ref. Year Technique Results

Balaha et al. [35] 2021 CNN 90.70%
Rabi et al. [36] 2018 Hidden markov 87.93%
Ghanim et al. [37] 2020 Matching & ranking 91.60%
Maalej et al. [23] 2022 MDLSTM 92.59%
Daoud et al. [38] 2017 MCDNN 91.50%
Proposed technique 92.69%

In this work, we faced several limitations during the model training process. These included dealing
with the diverse formation of ligatures caused by variations in handwriting styles and individual
preferences, which makes it challenging to create a universal ligature detection model. Another issue
was the scarcity of labeled training data, as building a robust model requires a significant number
of annotated examples. Unfortunately, there is a shortage of extensive, annotated Arabic ligature
datasets, which can impede the development and performance of such models. Furthermore, Arabic
script exhibits a multitude of regional variations and calligraphic styles, making it difficult for ligature
detection models to generalize across these diverse styles, often necessitating adaptation for specific
variants. The following points show some cases that the proposed technique might fail to deal with
them:

• When there are letters that overlap significantly vertically. So, the solution is to identify the
separate (unconnected) elements and consider them as blocks, which are distinguished on their
own and their location is determined according to the other letters.

• When unable to remove large cutting points. Thus, the solution is to determine possible shapes
of punctuation points and remove them accordingly and not rely solely on their size compared
to written letters.

• When removing letters as punctuation points. In this case, the solution is to identify punctuation
shapes that can be selected. This helps not to remove shapes that are likely to be letters rather
than punctuation.

6 Conclusion and Future Work

The ligature detection technique is proposed to improve the segmentation accuracy of Arabic
handwriting. The methodology of the proposed technique is divided into four levels (i.e., Vertical
histogram, 30° and 45° histogram, 60° and 75° histogram, and Local minima) to deal with all cases
of the Arabic cursive letters. The initial self-curated image dataset and IFN/ENIT dataset were used
to evaluate the efficiency of the proposed technique. The experiment results showed outperformed
the proposed technique compared with other similar techniques in the literature. In the future, we
plan to investigate the possibilities of using pre-trained transformer models for fine-tuning and
limited-shot learning to address individualized requirements for recognizing digits. Additionally, we
see promising potential in leveraging artificial intelligence techniques to replicate human-like text
recognition abilities, especially when dealing with text in diverse colors, varied sizes, styles, and
complex formats. Looking ahead, a promising avenue for future research could involve utilizing OCR
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methods to extract data from historical text images, particularly in domains like heritage culture and
preservation.
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