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ABSTRACT

The proliferation of IoT devices requires innovative approaches to gaining insights while preserving privacy and
resources amid unprecedented data generation. However, FL development for IoT is still in its infancy and needs
to be explored in various areas to understand the key challenges for deployment in real-world scenarios. The paper
systematically reviewed the available literature using the PRISMA guiding principle. The study aims to provide
a detailed overview of the increasing use of FL in IoT networks, including the architecture and challenges. A
systematic review approach is used to collect, categorize and analyze FL-IoT-based articles. A search was performed
in the IEEE, Elsevier, Arxiv, ACM, and WOS databases and 92 articles were finally examined. Inclusion measures
were published in English and with the keywords “FL” and “IoT”. The methodology begins with an overview of
recent advances in FL and the IoT, followed by a discussion of how these two technologies can be integrated.
To be more specific, we examine and evaluate the capabilities of FL by talking about communication protocols,
frameworks and architecture. We then present a comprehensive analysis of the use of FL in a number of key
IoT applications, including smart healthcare, smart transportation, smart cities, smart industry, smart finance,
and smart agriculture. The key findings from this analysis of FL IoT services and applications are also presented.
Finally, we performed a comparative analysis with FL IID (independent and identical data) and non-ID, traditional
centralized deep learning (DL) approaches. We concluded that FL has better performance, especially in terms of
privacy protection and resource utilization. FL is excellent for preserving privacy because model training takes place
on individual devices or edge nodes, eliminating the need for centralized data aggregation, which poses significant
privacy risks. To facilitate development in this rapidly evolving field, the insights presented are intended to help
practitioners and researchers navigate the complex terrain of FL and IoT.
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1 Introduction

The rapid proliferation of data has changed the landscape of data generation, necessitating
advanced artificial intelligence (AI) techniques such as DL for insightful analytics. Traditional AI
approaches use centralized cloud servers for learning and modeling data, but this model is reaching its
limits, especially with the explosion of IoT data. The sheer volume of data, estimated at 850 zetabytes
(ZB), and the expected increase in connected IoT devices (more than 75 billion) pose significant
challenges for data management, availability and resilience [1]. The need for IoT applications where
timeliness and quality are critical, such as in smart healthcare, smart transportation, and smart
cities, underscores the need for a robust infrastructure with high availability and flexibility. However,
efficiently managing data and delivering services with cloud infrastructure is becoming increasingly
difficult in the face of massive, distributed, and heterogeneous IoT data [2].

AI is used to make decisions quickly and automatically in IoT systems, which rely on a wide
variety of data sources, ranging from sensor telemetry to movies. Despite this, security and privacy
are key problems in the adoption of the IoT because of the heterogeneity and resource restrictions
of devices, which make it difficult to upgrade and patch programs. In addition, the majority of IoT
systems have a centralized design, which places them at risk of security breaches because they are easy
targets for malicious actors. Traditional techniques that include central servers for data processing
have several obstacles, including communication overhead, privacy concerns, and vulnerability to
specialized attacks. Despite their benefits, these approaches confront several challenges [3].

Recently, the concept of using FL has emerged as a possible option for the development of
smart and privacy-friendly IoT systems. It has been suggested that FL could be used for a variety
of applications within the IoT, including smart transportation and smart healthcare facilities. For
example, the use of FL enables machine learning (ML) models to be run in smart healthcare without
the need for medical institutions to share patient data directly with each other. Instead, institutions
that store healthcare data, such as hospitals, can train AI models locally and then share only the
learned parameters with the aggregator for global calculations. Implementing this collaborative
strategy improves healthcare services across a variety of institutions, speeding up the process of
patient diagnosis and treatment while maintaining user confidentiality. Similarly, FL has prove1n its
effectiveness in providing intelligent vehicle services in transportation networks [4].

Although holding potential, the implementation of FL raises intriguing research inquiries related
to efficiency, resilience, and security, particularly in real-world IoT deployments on a large scale. This
review examines FL advancements within IoT contexts, focusing on FL communication protocol, and
implementation framework with FL architecture [1]. The survey provides an overview of applications
and ongoing challenges in coordinating intelligent decisions across decentralized IoT devices and users
through FL’s distributed model training approach.
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1.1 Motivation and Contribution

The designs of several fundamental challenges, including privacy, security, communication costs,
heterogeneity, architecture and, differ depending on the domain and the use cases considered.
Although several studies have focused on FL and IoT and discussed these methods in depth in
terms of FL-IoT architecture, data services and applications, there are still more studies that have
been conducted. The aim of this study is to provide an overview of the current state of research and
summarize the most advanced methods that have been developed recently to solve these difficulties.
As part of our research, we examine articles in related fields and conduct a thorough review of the
latest survey studies in these areas. We use several categories to categorize the topics covered in FL
survey articles. These categories include communication costs, heterogeneity, privacy/security as a
primary challenge, FL architectures, implementation frameworks, communication protocols, and FL
applications in different domains. The main Contributions of the manuscript are as follows:

1) The main focus of this manuscript is to thoroughly investigate and analyze existing FL-IoT
reviews.

2) The manuscript classifies FL research into broad categories of communication protocol,
implementation framework, FL architectures, challenges, and application areas.

3) It will address the various challenges of IoT applications and explore how FL can address these
challenges.

4) Finally, the advantages of FL over traditional ML models will be discussed and a comparative
analysis between FL (IID and Non-IID) and centralized ML algorithms will be conducted.

The following research questions (RQs) were formulated to accomplish the aim and objective of
the review.

RQ1: What is the relationship between FL and IoT?

RQ2: What is the implementation framework for FL-IoT?

RQ3: What are various application areas of FL-IoT?

RQ4: What are various Challenges and limitations of FL-IoT?

RQ5: What is the need of FL over ML?

Therefore, the notable contribution of this research is as follows:

1. Federated learning uses the network of IoT devices to train machine learning models locally,
which enables collaborative learning while protecting privacy and avoiding data aggregation at
a central location. Further relationship between FL-IoT discussed in Section 4.3.

2. Several libraries and framework such as Tensor flow federated, Pysft, FederatedAI, IBM FL
in detail discussed in Section 5.2 have been utilized to implement the FL-IoT approach.

3. FL with IoT can be used in variety of application areas such as healthcare, smart city, smart
agriculture, smart finance as discussed in the Section 6.

4. FL demands effective communication that addresses challenges like limited resources, data
privacy, and hardware specifications on IoT devices. Discussed the challenges and limitations
of FL-IoT in Section 7.

5. Many researchers have demonstrated the FL approach’s effectiveness over traditional ML
algorithms. Comparative analysis discussed in Section 8.1 was done between FL and ML
approaches.
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The paper’s structure is structured as follows: In Section 3, we provide an overview of the
fundamentals of FL with IoT. Section 4 delves into the discussion of the FL-IoT framework, protocols,
and various architectures of FL. Popular applications of FL, particularly utilizing IoT network
data in domains such as smart healthcare, smart cities, smart industry, agriculture, transportation,
and finance, are detailed in Section 5. In Section 6, we address the challenges that arise due to the
decentralized nature of FL.

2 Literature Survey

FL has attracted a lot of attention due to its advantages, such as increased data protection and
lower communication costs. In the IoT domain, FL integration has been extensively explored to
address privacy concerns by enabling decentralized model training and storing sensitive information
locally. This approach fits well with the resource constraints of IoT devices and makes FL an attractive
solution for efficient, privacy-friendly ML. Sirohi et al. [5] examines the vulnerabilities of FL in air,
ground, space and underwater communications and provides an overview of the threats and the latest
defence strategies. Furthermore, Chen et al. [6] explored the initial advances of FL for the Metaverse
(FL4M) and examined key technologies such as big data, IoT, edge computing (EC), blockchain
and augmented reality. While FL offers promising solutions, the challenges and promising directions
outlined by the authors underscore the complexity in this evolving field. Rahman et al. [7] presents a
comprehensive overview of the latest trends in FL, IoT and Information-Centric Networking (ICN),
highlighting their characteristics, integration potential and sharing for robust security. It also examines
application areas, outlines open questions and proposes future research directions for the integration
of these technologies.

Qammar et al. [8] conducted a systematic literature review on the integration of blockchain in
FL, addressing security and privacy concerns with traditional FL. It examines blockchain-based FL
approaches with a focus on security, privacy, record-keeping, rewards, verification, and accountability,
and discusses open questions while suggesting future research directions for robust development.
However, Aledhari et al. [9] offer a systematic examination of associated protocols and platforms,
delineating challenges, and illustrating real-world applications to offer a comprehensive understanding
of FL technology. Meanwhile, Yang et al. [10] proposed a safe FL approach, covering horizontal FL,
vertical FL, and federated transfer learning (FTL), aiming to enable information exchange between
organizations through the utilization of FL techniques. In addition, Liu et al. [11] examine the strengths
and limitations of conventional ML within the 6G context. Further authors of reference [12] explored
the differences between FL and traditional Distributed ML, examining the unique characteristics
and challenges of FL. The study encompassed various techniques and prospects, addressing four
fundamental challenges, particularly those related to privacy and security, without restricting its scope
to a specific field. Nguyen et al. [13] assess FL’s potential in diverse IoT services, incorporating data
sharing, offloading, attack detection, localization, crowd sensing, and data privacy. The survey broadly
covers FL applications in IoT sectors, including healthcare, transportation, unmanned aerial vehicles
(UAVs), cities, and industry, highlighting crucial insights and concluding with an overview of current
challenges and future research directions in this burgeoning field. Further authors of reference [14]
discuss the application of blockchain to FL for enhancing IoT data security, addressing current issues,
and proposing emerging approaches. It includes a comprehensive survey on blockchain-based FL
for IoT applications. Abreha et al. [15] systematically review the execution of FL in EC, providing
insights into protocols, applications, challenges, and case studies, along with identifying open issues for
future research. It aims to enhance understanding of the connection between FL and EC technologies.
In comparative analysis, Kholod et al. [16] conducted a comparative analysis of open-source FL
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frameworks. Evaluating features like ease of use, development, analysis capabilities, accuracy, and
performance using signal and image datasets on low-power IoT devices, the study identifies FL
frameworks suitable for current IoT applications with certain usage restrictions. Zeng et al. [17]
proposed a lightweight truth-discovery-based multidimensional bidding framework to test industrial
edge device parameters by using the Asynchronous Advantage Actor–Critic (A3C) algorithm. The
authors conclude that the proposed approach provides an efficient offloading technique in terms of
model accuracy and system revenue. Liu et al. [18] suggest an Internet of UAVs trajectory planning
algorithm that uses local search approaches to emphasize safety and energy economy. It incorporates
TinyML to make decisions in real time and modifies the placements of virtual nodes to handle any
situation. Comprehensive simulation studies highlight the potential of the suggested algorithm for
secure and effective data collecting from IoT networks by showcasing its effectiveness when compared
to baseline methods.

The summary of existing surveys related to FL-IoT is discussed in Table 1 with their contributions.
These diverse studies collectively contribute to the evolving landscape of FL, emphasizing its potential,
challenges, and avenues for future research.

Table 1: Summary of existing survey papers related to FL-IoT

Reference Year Summary Advantages Limitations/
Suggestions

[19] 2021 Explores security and
privacy aspects of FL,
addressing current
challenges and
emphasizing the need for
future research directions
to facilitate its mass
adoption.

Security and privacy
aspects of FL were
discussed with addressing
challenges and future
direction.

Case studies are not
present and need more
detailed insights into
emerging threats.

[16] 2021 Comparative analysis of
open-source FL
frameworks for IoT
systems, evaluating
features and identifying
applicable frameworks

They discussed all
frameworks related to
FL-IoT with various
features.

The study focuses on all
frameworks of FL-IoT
except PySyft, which is
limited to the OpenMined
ecosystem.

[4] 2021 Provides a thorough
survey of FL applications
in IoT networks, covering
diverse services and key
sectors, and addresses
current challenges while
suggesting future research
directions.

Explored FL-IoT services
such as IoT data sharing,
offloading, catching,
privacy, security and
attack detection, and
localization in detail.

–

[20] 2023 Defines FL systems,
categorizes them across six
aspects, and provides
insights into, case studies,
and research
opportunities.

The study discussed in
detail two important
design factors
heterogeneity and
autonomy of FL systems.

The discussion of
challenges related to
FL-IoT could be
discussed.

(Continued)



1800 CMC, 2024, vol.79, no.2

Table 1 (continued)

Reference Year Summary Advantages Limitations/
Suggestions

[21] 2022 The work discusses and
surveys existing
Multi-Access EC (MEC)
initiatives, comparing
strategies, and assessing
limitations and tools, to
provide insights for
researchers and developers
to design and improve
MEC systems.

All tools, strategies, and
issues related to MEC
implementation are
discussed.

There is more discussion
required to address the
challenges posed by MEC
implementations.

[22] 2022 The survey underscores
the impact of EC on IoT,
analyzes the necessity of
investigating Edge-Com-
puting-Driven IoT
(ECDriven-IoT),
categorizes recent
advances, and concludes
with lessons learned and
proposed challenges.

This study helps review
and summarize existing
research work and
promotes
cross-collaboration in
related areas.

Data privacy and
communication cost
aspects could be discussed.

[23] 2022 Discuss the data privacy
and security in Internet of
Underwater Things
(IoUT) frameworks, with
FL.

An overview of the IoUT
technology with AI/ML
applications in
information sensing and
data transmission is
discussed.

The implementation
framework for FL-IoUT
could be provided.

[24] 2021 Discuss the recent
advances in FL-IoT over
IoT networks, and
identifies open research
challenges along with
potential solutions.

Recently developed
metrics for FL-IoT,
including sparsification,
robustness, quantization,
scalability, security, and
privacy, are discussed.

Encryption methods could
be discussed.

[25] 2022 Privacy and security issues
with FL are discussed.

Recognizing significant
security threats like
poisoning, backdoors, and
GAN-based attacks, as
well as significant privacy
concerns in FL.

The paper focuses only on
privacy and security issues.

[2] 2023 Explores the integration of
FL with IoT to address the
increasing threat of
malware.

The manuscript explains
FL is a good fit for IoT
malware analysis and
contrasts it with
centralized learning
techniques.

Case studies or empirical
evaluations of FL
integration with IoT
malware analysis could be
discussed.

(Continued)
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Table 1 (continued)

Reference Year Summary Advantages Limitations/
Suggestions

[5] 2023 Extensively analyzes
vulnerabilities in FL
across diverse applications,
reviews defensive
strategies, and compares
methodologies.

Discuss the most recent
FL deployments in various
applications in different
domains and propose
privacy and security
measures.

There is a need to discuss
the Challenges associated
with securing robust
aggregators.

[6] 2023 Explores the integration of
FL4M), emphasizing its
potential to address data
privacy concerns and
reduce computational
requirements, while
highlighting the challenges
and future directions.

The key objectives,
challenges, and possible
directions of metaverse
technology with FL are
discussed.

Practical implementations
demonstrating the
application of FL in the
metaverse could be
discussed.

[14] 2023 Explores the potential of
blockchain-based FL
methods for enhancing
security and privacy in
IoT ecosystems.

This study examines
blockchain-based FL
methods for
comprehensively
preserving IoT systems.

Concrete solutions or
practical implementations
to address the challenges
could be discussed

[26] 2023 Comprehensively explores
FL applications in IoT,
emphasizing challenges
and solutions for
distributed
decision-making.

Federated optimization
techniques,
communication-efficient
algorithms, and
privacy-preserving
mechanisms are the focus.

Need to discuss detailed
examination of specific
implementation case
studies.

[27] 2022 Explores the integration of
FL with the Industrial
Internet of Things (IIoT),
focusing on privacy
preservation, resource
management, and
applications.

Summarize how to
preserve data privacy and
learn on-device within the
FL-IIoT framework.

Requiring more empirical
evidence to validate their
effectiveness in real-world
IIoT environments.

3 Research Methodology
3.1 Selected and Data Gathering Procedures

The literature search used the IEEE, ACM, arXiv, Elsevier, and Web of Science libraries. The
general search terms used are: ‘federated learning’, ‘federated learning Internet of Things’, ‘Internet of
Things applications’, or ‘federated learning architecture’. Following the initial literature investigation,
each article’s title, keywords, and abstract were examined, and possibly relevant articles were obtained
and tested for suitability using full-text articles. The PRISMA flow diagram provides a comprehensive
overview of the research selection process. Fig. 1 depicts the entire procedure of searching and
selecting literature. This procedure consisted of four stages: Identification, screening, eligibility, and
inclusion. In the identification stage, 160 papers were gathered and 22 duplicate papers were removed.
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Furthermore, papers were screened with titles and keywords and 44 papers were excluded after
screening. 104 papers were selected for full-text eligibility criteria, and out of them 12 were excluded
because of no relevance and did not focus on quantitative evaluation. Therefore, 92 papers were chosen
for full-text access.

Figure 1: PRISMA flow diagram

3.2 Search Criteria

The authors utilized five databases to conduct their electronic search, including IEEE, Elsevier,
Arxiv, ACM, and WoS. The search was restricted to the English language. The AND function was
utilized as a logical operator. A targeted search supplemented the computerized search. This consisted
of a Google Scholar online search and a manual examination of the cited references of relevant
publications using the search approach.

3.3 Selection Execution

The search aimed to create a preliminary list of research that will be evaluated in more detail.
The papers were then examined to determine whether they were appropriate and could be utilized to
answer the research questions formulated, further we summarize some of the studies chosen based on
the formulated research questions.



CMC, 2024, vol.79, no.2 1803

4 Vision of FL and IoT

The shared vision of FL and IoT is to enable decentralized collaborative ML across a variety of
devices, promoting privacy, efficiency and smart IoT applications. This partnership aims to transform
data analytics and decision making securely and at scale by creating a connected ecosystem where
devices independently acquire knowledge about their local data and contribute to globally enhanced
and adaptive intelligence while protecting user privacy.

4.1 Federated Learning

FL is an ML approach introduced by Google scientists that makes it possible to train models
on decentralized devices with raw data without exchanging it. In an FL system, the model is trained
jointly on the local data of each device, and only the model updates are shared with an aggregation
server or between devices [28,29]. This privacy-friendly technique enables the development of ML
models for distributed datasets while mitigating the privacy concerns associated with sharing sensitive
information. It is particularly beneficial in scenarios where data is sensitive, located in different
locations or cannot be centralized due to limitations such as network bandwidth. This approach is
consistent with the principles of data privacy and security and is therefore suitable for applications
in healthcare, finance and other areas where the protection of sensitive data is of paramount
importance [30].

FL functions by conducting model training directly on individual devices, enabling the learning
process to occur at the data sources themselves for both training and prediction [19]. Following the
training phase, the models or model updates are transmitted back to a central server for aggregation.
Later, the consolidated model is sent back to the devices utilizing principles derived from distributed
computing, allowing efficient tracking and redistribution of models across diverse devices [31]. The
process starts with the training of the local model on your client side. After training the model, each
client sends its local model to the aggregation server, leaving the raw data on the client side. The
aggregation server receives all local models from each client and starts training. After training the
global model, the aggregation server sends this global model to all clients. This collaborative method
maximizes training quality while minimizing the potential for data breaches. The local sneakers
then retrieve the global update from the aggregator and continue this iterative process of computing
subsequent local updates until the global training is complete [32].

4.2 Internet of Things

Internet-based applications are in high demand today. Therefore, the IoT is the most important
technology for the development of Internet-based applications. An IoT is a network in which different
physical devices are connected to the Internet via different routers or network devices and exchange
data. It is an intelligent technology that reduces human effort and makes physical devices easily
accessible [33]. It enables remote control of devices and also has an autonomous control function that
can be used to control any device without human interaction. It enables communication from person
to person, person to thing and thing to thing. The IoT can be a thing in a world where everything
can be connected and communicate with each other. There are numerous technologies such as big
data, data analytics, AI, ML, wireless sensor networks (WSNs) and various sensor technologies, etc.
In WSNs, multiple sensor nodes are deployed in different areas to monitor and control the relevant
environmental conditions and collect the data [34,35]. IoT became popular after the invention of Radio
Frequency Identification (RFID) chips.
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The diverse types of communication in IoT systems are mentioned as follows [35]:

i) People to People (P2P): Communication/data transmission occurs between people to people
through video calls, social calls, or social communication. It is also called “collaborative
communication.”

ii) Machine to People (M2P): Communication/data transmission occurs between machines like
sensors, computers, and processors and people/users to analyze the data. For example, in
agriculture, the smart greenhouse system uses smart devices to collect data and send it to
control centers so it can be analyzed.

iii) Machine to Machine (M2M): Communication/data transmission is done between machine to
machine without human intervention, e.g., Vehicle to Vehicle (V2V) communication, in which
vehicles communicate with other vehicles or any smart device.

IoT has a different vision to benefit various areas, such as the environment, industry, medicine,
transportation, etc. Many researchers have explained the IoT in different ways in specific aspects and
areas of interest [36]. The working model of IoT is structured in Fig. 2.

An IoT system consists of smart devices with embedded capabilities. These devices gather data
through sensors and transmit it to an IoT gateway. The data is then either sent to the cloud/server
for analysis or analyzed locally. These devices typically operate autonomously, with minimal human
intervention. Users interact directly with the devices, configuring them, providing instructions, or
accessing the data independently. IoT technologies have enhanced agricultural capabilities [37]. It
can support farmers at any phase of their farming operations by offering the latest crop and weather
data, enabling remote monitoring of their farms. Additionally, early detection of agricultural issues is
possible, preventing the spread of diseases and safeguarding production. Agricultural IoT applications
play a crucial role in boosting agricultural output and minimizing crop losses due to diseases [24].

Figure 2: Working model of IoT

4.3 Federated Learning with IoT

The FL concept within IoT networks consists of two primary components: Firstly, the data clients,
which are exemplified by IoT nodes, and secondly, an aggregation server as shown in Fig. 3. In this
framework, IoT devices act as data clients, contributing their local data for model training. Meanwhile,
an aggregation server strategically plays a crucial role in consolidating and processing the decentralized
insights gathered from the various IoT devices.

This collaborative learning paradigm allows IoT devices to enhance their models collectively
without the necessity of transmitting raw data to a centralized server. The aggregation server facilitates
the synchronization of model updates, thereby promoting a more privacy-preserving and efficient
approach to ML in the context of IoT networks. By decentralizing the learning process, FL concerns
related to data privacy, network bandwidth, and latency while fostering continual improvement of
models in a distributed and cooperative manner [38].
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Figure 3: Working of FL-IoT

The FL-IoT process typically encompasses three main steps [28]:

1. Initialization of global model: The central server outlines the training task, including defining
the intended application, generating an initial global model, setting hyperparameters, and determining
the objective function j (θ , Dn) for each client n. The initialized global model is disseminated to local
participants involved in the training.

The mathematical expression of the objective function is given by:

j (θ , Dn) = ΣnL(f (θ , x) , y) (1)

θ represents global model parameters, and Dn denotes the local dataset for the client. F (θ , x)
predicts the output of the model for input x using θ , and y represents the true label. L denotes the loss
function.

2. Local training of model: Each client participating in the FL network has its unique dataset. In
every training round, a subset of clients or devices, denoted as Cn, is chosen, where n takes values from
1 to K, and K represents the number of selected clients. Each selected client Cn performs local model
training using its local dataset Dn, optimizing local parameters θn to minimize the objective function
J (θn, Dn).

θn (m1 + 1) = θn (m1) − η.∇j(θn (m1) , Dn) (2)

η is the learning rate, m1, is for the iteration, and ∇J signifies the gradient function.

3. Local model aggregation: After the local model has been trained, the subsequent step is to
collect updates from selected clients and then combine them to create an updated global model. The
following are some of the aggregation methods that are utilized: Weighted averaging, simple averaging,
and several others:

θ_g(m1 + 1) = N/1Σθn(m1 + 1) (3)

θ_g signifies the updated global model parameters post-aggregation.

This method has substantial potential by achieving impressive learning accuracy, putting an
emphasis on the preservation of privacy, and decreasing communication overhead, as proven in a
comparative evaluation vs. traditional methodologies.
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5 FL-IoT: Protocol, Framework, and Architecture

In this section, we will explore the FL protocol, framework, diverse architectures of FL, and the
mechanism through which parameters are exchanged between clients and the FL coordinator.

5.1 Communication Protocol in FL-IoT

The communication protocol oversees the complete training process of FL, dealing with issues
like security, unreliable device connections, and availability [39]. In the FL system, a cloud-based dis-
tributed service serves as the FL server, while end devices, such as phones, participate in FL operations.
The protocol involves devices signaling readiness for FL operations, initiated by the server for specific
FL populations identified by a global name. During each round, a subset of devices is selected to
process a specific FL task, and devices remain connected to the server throughout the round. The
server sends an FL checkpoint with global model parameters to participants, collects checkpoints
from participants, and updates the global state for subsequent rounds. This iterative process ensures
collaborative learning across distributed devices in the FL system. The FL communication protocol is
structured into three phases during each training round:

i. Selection: Devices that fulfill certain suitability criteria regularly establish communication with
the server via bidirectional streams. The server monitors the availability of clients by checking
the vitality of these streams to ensure effective communication scheduling. In addition, an FL
parameter server uses a client selection algorithm, such as FedCS [40], to choose active clients
for training round participation. These selected clients then carry out a specified FL task.

ii. Configuration: The server configuration adapts depending on the update method selected,
whether it is a simple or secure method. Each selected device receives an FL plan, an FL
checkpoint and the updated model. The server is set up by the selected aggregation mechanism,
be it simple or secure aggregation [41]. Subsequently, the server transmits the updated model
to each client.

iii. Reporting: The FL server patiently awaits updates from participating clients. Upon receiving
updates, the server employs predefined algorithms like FedAvg to aggregate them [42]. If
important clients remain connected, the federated training orchestrated by the server is
completed, resulting in an update of the server’s global model. If this condition is not met,
the round is cancelled. The model updates are consistently sent to the server via encrypted
communication to ensure security.

In addition to the efficiency of communication, ensuring the security of communication during
the transmission of local updates is another challenge that needs to be considered.

iv. Secure aggregation: It refers to the use of cryptographic methods such as encryption, homo-
morphic encryption, secure multiparty computation (SMPC) and threshold cryptography.
These methods are used to ensure the confidentiality of model updates transmitted from the
participating devices to the central server. Encryption and homomorphic encryption are used
to make individual updates unreadable during transmission so that the central server can
summarize them without accessing the raw data [38].

v. Differential privacy: Collaborative model training is a method that protects individual privacy
and attempts to preserve the sensitive information associated with each participant, specifically
by ensuring that the statistical impact of each participant’s data is indistinguishable from the
influence of the other participants by introducing controlled noise or randomness into the
aggregate model [38,39].
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5.2 Implementation Framework in FL-IoT

To make the implementation of FLs easier, several frameworks and libraries have been developed.
The building of FL models may be simplified with the help of these libraries, which include tools,
application programming interfaces (APIs), and pre-built functionality.

Tensor Flow Federated (TFF): TFF is an open source framework for ML designed to per-
form computations on data distributed across multiple locations. It serves as the foundation for
TensorFlow-based FL. Google is responsible for developing this framework for Python 3 for FL.
In the real world, this paradigm has been put into practice for the first time. By using TFF, researchers
can test new algorithms on their models and data. The interfaces of TFF consist of two basic levels.
These layers are the FL API and the Federated Core API. When using TensorFlow, the FL application
programming interface is an interface that simplifies the execution of actions associated with FL,
model training and model evaluation. The three components that make up the interfaces provided by
this layer are: Datasets, Federated Computing Builders and Models [43].

PySyft: PySyft makes it easy to identify and isolate private data from training models by using FL
principles protected by a variety of privacy-enhancing methods. The only mode of operation PySyft is
capable of is simulation mode. It must be combined with PyGrid and other projects of the OpenMined
ecosystem to enable federated mode. Nevertheless, several projects, such as PySyft, are currently still
under active development. The goal of PySyft is to make privacy-friendly ML techniques widely usable
by providing Python connections and an interface reminiscent of traditional techniques. This enables
the development and integration of new methods. One of PySyft’s main goals is to provide the highest
possible level of protection to customers participating in the training. PySyft can provide robust
privacy guarantees to data consumers by developing and deploying automated differential privacy
protection. These guarantees are independent of the ML architecture used and the data itself. In this
particular scenario, PySyft is primarily concerned with encryption and improving privacy security
for clients through the use of homophobic encryption or encrypted computation. TensorFlow and
Pytorch are the two types of libraries supported by PySyft [44].

Flower (FL over the World Wide Web): The impressive open source architecture called Flower, an
acronym for “FL over the World Wide Web”, was developed to simplify FL operations across remote
devices. The development of Flower was part of a research study conducted at Oxford University.
Extending or rewriting a large number of components enables the creation of new, contemporary
systems that can be stored for later use. Flower takes advantage of ML frameworks, even though
the different frameworks for ML each have their own competencies. PyTorch, TensorFlow, Sci-kit-
learn, TFLite and raw NumPy are some examples of well-known frameworks for ML. Flower not only
has a large user base, but also a large community. With this in mind, this framework includes. This
framework is characterised by its excellent documentation and tutorials that make implementation
quick and easy [45].

IBM FL: Solutions for customer privacy protection, regulatory compliance in data integration
and big data are the main focus of IBM’s FL, which is deployed in various locations. There is a
wide range of deployment scenarios that can be configured with IBM FL. It is common for data
centers and cloud instances from different vendors to participate in FL. IBM’s contributions to FL
demonstrate IBM’s commitment to advancing innovative technologies with a strong focus on data
protection. IBM’s FL integrates seamlessly with multiple ML libraries such as Keras, TensorFlow,
PyTorch, SK Learn and RLLib, ensuring compatibility with its architecture. Providing APIs to create
new FL algorithms increases its versatility and enables customization to different ML libraries and
paradigms. In addition, fairness strategies within FL are emphasized to mitigate biases and reinforce
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the commitment to ethical and inclusive ML practices. Please note that the paraphrased content
combines information from the indicated paragraphs for coherence and clarity [46]. Table 2 shows
the comparison of supported features of some existing frameworks. The cell is left empty if the system
does not support the corresponding feature.

Table 2: Comparison between existing FL frameworks

Features TFF FLOWER Pysft FATE IBM FL

Operating system Linux √ √ √ √ √
Windows √ √
iOS √
Mac √ √ √ √ √
Android √

Data partitioning Horizontal √ √ √ √
Vertical √ √ √ √

Communication Simulated √ √ √
Distributed √ √ √ √ √

Hardware CPUs √ √ √ √ √
GPUs √ √ √ √ √

Federated AI/(Federated AI Technology Enabler): It is an open source initiative with the aim of
creating a safe and collaborative AI system. FATE-Flow is the name of the platform that hosts the FL
pipeline. Inference processing, modeling, training, review and publishing are all applications of this
technology. FATEBoard is a platform that allows users to view, explore and better understand specific
ML models. It offers a variety of visualization options and displays the results in the form of tables or
charts in different formats. The FATE network not only facilitates communication between devices, but
also offers developers and scientists the opportunity to construct algorithms by using the Federation’s
APIs with the help of various tools. The FATE framework is integrated into the KubeFATE element,
which is the final component. By using cloud-based technologies such as Docker and Kubernetes, this
aspect is used to deploy FATE. FATE not only offers comprehensive documentation, but is also easy
to implement in practice [47].

In the next section we discussed the performance parameters utilized to evaluate FL-IoT frame-
work along with implementation steps of FL and various vulnerabilities that were examined during
FL-IoT implementation process.

5.2.1 Performance Metrics

When assessing the efficacy, efficiency, and resilience of FL implementations customized for
IoT contexts, performance measures in FL for the youth are essential. Table 3 discusses the various
performance metrics with various parameters.
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Table 3: Performance metrics with definition

Metrics Evaluation parameters Definition

Accuracy Accuracy, Precision, Recall,
F1-score, AuC (area under
curve)

Evaluates the FL model
accuracy with different
data samples received for
IoT devices.

Resource utilization CPU and GPU utilization,
Virtual memory, GPU memory

Evaluates how much power
and computing resources
are used on IoT devices
while training models.

Privacy preservation Information leakage, privacy
loss

Evaluate how well
privacy-preserving
methods work in FL-IoT
implementations.

Convergence speed Convergence time and rate,
number of iterations

Determines how quickly
the FL model converges to
an acceptable performance
level.

Fairness and bias Disparate impact and
demographic parity, Equal
opportunity, Disparate impact

Assesses how biased and
equitable the FL model is
in diverse IoT contexts.

Robustness Evasion and inference attacks,
model poisoning

Assesses how resistant FL
models are two efforts at
information poisoning and
hostile assaults.

Communication cost Network traffic, latency, and
message size

Measures how much
information is sent between
edge nodes/IoT devices
and the central server.

5.2.2 FL-IoT Implementation Process [7,48]

• Identify a specific problem or use case in the context of FL-IoT.
• Modify the customer application, if necessary, by integrating FL libraries, updating data

collection mechanisms or implementing privacy-preserving approaches.
• To test and validate the proposed solution before deployment, FL prototypes are simulated

using samples.
• Training of federated models on globally distributed IoT devices. Federated averaging, differ-

ential privacy or secure aggregation are used to train the model
• Evaluate the performance of the federated model using validation metrics such as accuracy, loss

and convergence rate
• Deploy the trained, updated FL model to cloud servers and IoT devices.

At the same time, to implement FL, the following challenges must be solved:
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• Develop techniques to deal with non-IID data distributions commonly encountered in IoT
environments.

• Develop FL algorithms that can adapt to devices with different computational and memory
capacities as well as different levels of scaling and stability.

• Support for different communication methods, including centralized and decentralized
approaches, depending on network topology and device capabilities.

• Include security mechanisms such as encryption, authentication and access control to protect
the transmitted data and analysis results from different types of attacks.

• Develop algorithms for aggregating results coming from distributed IoT devices to calculate
global metrics or insights. Implement secure aggregation procedures to prevent the loss of
information during the aggregation of results.

5.2.3 Vulnerabilities in FL-IoT

FL is a concept that has emerged as collaborative learning by utilizing data from various
organizations to train ML and DL models without disclosing their private data. It is important
to analyze the FL environment thoroughly before applying it extensively to uncover any potential
shortcomings and vulnerabilities in the system. Table 4 discuss the major vulnerabilities in context of
implementation of FL with IoT devices [5,49,50].

Table 4: Major vulnerabilities in FL-IoT environment

Vulnerabilities Definition Description

Limited model capacity There is a lack of model complexity
for certain tasks

Resource-constrained IoT
devices often require
lightweight model
architectures that FL can
deploy.

Communication overhead Increased the network traffic and
latency

Large-scale FL deployments
with numerous devices can
experience increased network
traffic, latency, and energy
consumption due to
communication overhead.

Heterogeneous data distribution Devices have data distribution that
is not consistent

Heterogeneous data
distributions are common in
IoT devices due to differences
in device types, deployment
environments or user
behavior. Non-identically
distributed (non-IID) data
across devices can be caused
by heterogeneous data
distributions, making it
difficult to assume identical
data distribution in
traditional FL settings.

(Continued)
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Table 4 (continued)
Vulnerabilities Definition Description

Privacy and security concerns Data privacy and security are at
risk during the FL process

The exchange of model
updates and aggregated
information across IoT
devices is part of FL, leading
to concerns about data
privacy and security. Privacy
and security risks can arise
when sensitive data is
potentially exposed during
model training or inference,
vulnerable to adversarial
attacks, and unauthorized
access to transmitted
information.

FL overhead More computational and
algorithmic complexity

FL and algorithmic
complexity than centralized
learning implementation in
IoT environments entails
more computational
approaches.

Model convergence challenges Convergence across devices is a
challenge

FL is able to achieve
convergence towards a global
optimal solution by relying on
collaborative model training
across distributed devices.
FL-IoT deployments can be
an obstacle to convergence
due to factors such as device
heterogeneity, communication
delays and byzantine
behavior.

5.3 Architecture of FL-IoT

Some papers, such as [4,9,15,51] explain FL architectures.

5.3.1 Horizontal FL (HFL)

With HFL, the data is distributed horizontally among the clients, with each client having access
to a subset of the data that contains the same characteristics, as shown in Fig. 4. This solution is
suitable for situations where clients are concerned about their privacy and want to work together
on an ML challenge without exposing their entire datasets [39]. HFL includes collaborative global
model training without exchanging raw data. Instead, only model updates reflecting local data insights
are exchanged and aggregated. It is used in scenarios such as mobile devices and healthcare, where
it ensures collaborative model training while maintaining data privacy. In the IoT context, HFL
is exemplary for tasks such as recognizing wake words as they occur in voice assistants in smart
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homes [52]. Users speaking a consistent sentence with different voice characteristics on smartphones
contribute to local updates, which are then averaged by a parameter server to formulate a global speech
recognition model. This ensures collaborative learning while maintaining privacy in IoT applications.

Figure 4: (a) Horizontal FL. (b) Vertical FL

5.3.2 Vertical FL (VFL)

It is a variant of FL in which the participating nodes have different data types and focus on
different features of the same instances, as shown in Fig. 4. In VFL, each device has examples from
its own feature space, and the common goal is to train a global model that captures the insights from
all these different feature spaces. This approach is advantageous when comprehensive model training
requires data that is distributed across different units, each of which contributes certain aspects of
the overall dataset [30]. It is particularly useful in scenarios where different entities contribute data
with different features, necessitating collaborative efforts for comprehensive model training. VFL
effectively addresses privacy concerns and enables collaborative learning across different data sets.
In an IoT use case, companies within a smart city, such as e-commerce companies and a banking
institution, jointly participate in a learning model [53].
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5.3.3 Federated Transfer Learning (FTL)

Transfer Learning and FL are combined in one model. When clients work together, they share
an already trained model and then match it with the data they have in the field. The features from
multiple feature spaces are transferred into a single representation, which is then used for the training
data collected from multiple clients. This is done to protect the confidentiality of the data and ensure
the security of the learning process [54]. This strategy is advantageous when clients have data sets that
are related but distinct and can leverage an existing pre-trained model. There are various applications
for FTL in IoT networks, including federated healthcare. It can be used to assist in the diagnosis of
diseases by working with numerous hospitals in different locations. These hospitals have a variety of
patients who require a variety of pharmaceutical tests. In this way, FTL can improve the performance
of the shared AI model, increasing the accuracy of diagnosis.

5.3.4 Centralized FL-CFL

The centralized FL method incorporates the fundamentals of both the centralized and FL
methods in a transparent manner. To run an FL model, the CFL system consists of a centralized server
and a collection of clients. All clients participate simultaneously in the creation of a network model
during a single training round. Afterwards, all clients send the trained parameters to the aggregation
server, which then aggregates them and applies weighted average methods. Afterwards, the calculated
updated model is sent to all clients to prepare for the next training session. After the training process,
each client completes the process with a global model that is identical to their personalized model
[55]. It is generally agreed that the server is the most important part of the network in CFL, as it is
responsible for organizing the arbitration and sending the model updates to the client to complete
an FL job while ensuring the confidentiality and security of the training data [56]. The safety and
confidentiality of the training data that is stored on individual customers is given the highest priority
in this tedious procedure.

5.3.5 Decentralized FL-DFL

With DFL, there is no need for a central server. The clients establish direct connections with
each other in order to train the models, which ultimately leads to an improvement in data protection
and scalability. The training process is distributed across different devices within a decentralized
network, deviating from traditional technology that focuses on a central server. This new paradigm
is a departure from the usual approach. It is a network architecture that, unlike CFL, does not
include an aggregation server responsible for coordinating the training process [55]. Peer-to-peer allows
DFL clients to connect via blockchain ledgers, which enables the offloading of model changes to the
blockchain to ensure the secure exchange and aggregation of models [57]. The applications of DFL
are quite diverse, including a wide range of fields such as EC, networks for the IoT, and industries that
require increased privacy precautions, such as the healthcare industry [13].

5.4 Optimization and Convergence Techniques in FL-IoT

FL-IoT networks need optimization and convergence techniques to train models while addressing
the challenges posed by decentralized, heterogeneous, and resource-constrained IoT devices [58,59].
Some key techniques are discussed as follows:

FL-IoT optimization algorithms: Various optimization algorithms such as Federated Averaging
(FedAvg), Federated stochastic gradient descent (FedSGD) and FL with Adaptive Gradient Clipping
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(FLAG) are popular, which deal with decentralization and non-IID data distributions while incorpo-
rating FL with IoT devices. The local model updates from all IoT devices are collected by FedAvg and
sent to the aggregation server. FedSGD is used to improve the convergence speed and efficiency of
communication.

Model compression: IoT devices have limited computational resources and bandwidth. Model
quantization and compression techniques such as knowledge distillation, weight pruning, and quanti-
zation are used. These approaches reduce the model size and minimize the communication cost during
updates.

Data privacy-preserving techniques: Data privacy of individual clients is the main aim of FL.
Secure aggregation, differential privacy, and homomorphic encryption approaches are used to ensure
data privacy on the client side.

Learning rate: The AdaGrad, RMSpoprop, and Adam tools serve to offset the effects of non-
stationary data distributions and accelerate convergence by dynamically adjusting the learning rate.

6 Application Areas of FL-IoT

FL is applicable in a variety of circumstances that occur in the real world. In the next section, we
will discuss some applications of different scenarios where FL could be used in the future, as shown in
Fig. 5. The use of FL is particularly beneficial in situations where data confidentiality and security are
major concerns. Early adopters recognized the enormous potential of FL and initiated several research
projects and efforts to use FL in practice. This was despite the limitations and significant challenges
that FL brought with it, especially in the area of security.

Figure 5: Application of FL-IoT

6.1 FL-IoT for Smart Healthcare

AI-based technologies are already widely used in the field of intelligent healthcare. One example
of this is the use of intelligent imaging to identify diseases. When it comes to classic AI models,
one of the most important issues is the question of data privacy, which arises from the transfer of
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data to the cloud for computer training. This is because, compared to other areas, the data stored in
healthcare systems is extremely sensitive and subject to health regulations such as the United States
Health Insurance Portability and Accountability Act (HIPPA) [60]. Traditional methods of AI are not
sufficient to meet the privacy requirements of modern healthcare, emphasizing the need for IoT to
protect privacy in healthcare ecosystems. FL operates in a decentralized manner, unlike traditional AI
systems that depend on a central server for data analysis and involve the sharing of data. The use of
this decentralized technology eliminates the need for data sharing, providing a solution that prioritizes
privacy for healthcare applications [61].

6.1.1 Remote Patient Monitoring

FL-IoT facilitates the development of personalized predictive health models by involving local
devices in the analysis of patient data, ensuring confidentiality and prioritizing data privacy. Collab-
orative use of diverse health data helps refine disease monitoring models for early intervention and
improves the overall efficiency of healthcare solutions.

The referenced research paper presents collaborative health frameworks that utilize FL in medical
IoT devices and show reduced communication overhead and marginal accuracy loss in arrhythmia
detection compared to FedAvg. Differential private learning in FL for electronic health records
is investigated, achieving performance comparable to centralized approaches [62]. The FedHealth
framework for transfer learning aggregates data from various wearable IoT devices and improves AI
models for medical applications while preserving privacy through homomorphic encryption. Cluster-
specific ML models tailored to hospital communities improve efficiency in predicting mortality
and length of hospital stay from electronic health records [63]. By using smartphones, FL solves
the “cold start” problem in collaborative mobile healthcare. The integration of blockchain with
FL of healthcare systems improves network connectivity, accelerates training and ensures reliable
authentication through fine-grained data access policies, as has been investigated in various studies
[64,65]. This decentralized P2P approach among data centers mitigates the risk of data leakage and
communication delays.

6.1.2 Disease Surveillance

Disease monitoring in FL-IoT is about bringing together insights from decentralized devices
to develop predictive models for disease detection, monitoring and intervention. This approach
ensures privacy and security by training models locally without centralizing sensitive health data. FL-
IoT improves accuracy with real-time IoT data, contributing to effective public health management
and personalized healthcare. In reference [66], FL predicts heart disease hospitalizations, using a
distributed approach in medical cyber systems. Some authors proposed an FL-based approach for
predicting brain tumors without sharing patient data [67–69].

6.2 FL-IoT for Smart Cities

The integration of smart devices and advanced infrastructures as well as integrated monitoring
systems together with communication frameworks form a smart city. The goal of these ecosystems is
to improve the quality of life of residents by facilitating the seamless supply of food, water and energy
to end users. FL-IoT is a revolutionary technology that is revolutionizing smart cities, especially in the
area of urban transportation. Table 5 shows the various performance metrics related to FL-IoT.
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Table 5: Details of performance measures used in FL-IoT applications

Reference Base model with
FL

Data distribution
type

Performance
measures

IoT application
domain

[68] CNN Distributed Acc = 96, Precision
= 97, recall = 97
and F1-Score = 97

Health

[69] CNN Distributed Acc = 91.05, AUC
= 0.908, Sensitivity
= 0.910, Specificity
= 0.909

Health

[72] YOLOv3 Distributed Recall = 60 and
acc = 85

Smart city

[57] CNN Distributed Acc-97–98 Social media
[88] ANN Distributed ACC = 99 Health
[86] Synthetic minority

over-sampling
technique

Distributed Acc = 94.0,
precision = 0.95,
recall=0.94, f1–
score = 0.91

Loan prediction

[89] CNN-LSTM Distributed (IID
and Non-IID)

Val_acc = 90-92,
val_loss =
0.04-0.96, CPU
utilization = 60-80,
RAM utilization =
Stable

Fake news
detection

[90] CNN-LSTM Distributed
(IID-Non-IID)

Val_acc = 87,
Val_loss = 0.09

IOV

[77] InceptionResnetV2 Distributed (IID
and Non-IID)

Val-acc = 74,
Val-loss = 1.16

Internet of
UAVs

[83] CNN Distributed ACC = 75.6% Smart
agriculture

[84] MobileNetV2,
EfficientNetB3

Distributed (IID
and Non-IID)

Acc = 99, loss =
0.1

Smart
agriculture

[28] EfficientNetB3 Distributed (IID
and Non-IID)

Val_Acc = 95,
val_loss = 0.08

Smart
agriculture

6.2.1 Data and Traffic Management

FL-IoT offers a revolutionary approach to managing data and traffic in smart cities. This
decentralized solution offers privacy protection while effectively managing huge amounts of data
generated by the IoT. Data is processed locally by the devices, which promotes collaborative learning
to develop predictive models for urban features such as traffic patterns and environmental monitoring.
Procedures to protect the privacy of individuals, such as FL, guarantee the confidentiality of the
information recorded. A FL-based approach known as FedSem is also proposed by various authors
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[70]. FedSem was evaluated in a smart city context with intelligent vehicles that learn from traffic
sign datasets. It shows high accuracy and minimal test losses, demonstrating its effectiveness in
processing unlabeled data in a smart city environment. FL is applied in reference [71] to organize
data streams from IoT devices, serving as FL clients. This approach enables local learning on devices
without the need to exchange data externally. It offers the potential to transform smart cities with
innovative services such as intelligent urban communication, collaborative sharing in the social
economy, monitoring social activities and establishing connectivity between global citizens [72]. The
research outlined in reference [73] recommends the application of FL to develop a platform for
managing video data in smart city environments. To address the issues of non-IID data, the authors
introduce a solution known as the Fed Swap operation.

6.2.2 Smart Grid

Smart grids enhanced by FL-IoT are revolutionizing energy distribution systems through decen-
tralized learning between networked devices. In this framework, collaboration between IoT devices
such as smart meters and sensors optimizes energy consumption, increases grid reliability and
facilitates real-time decision making. The application of FL-IoT enables adaptive ML models that
respond to dynamic energy demand and changes in the grid while maintaining data privacy. In
reference [74], the authors have proposed a novel framework to help IoT users. First, they developed
a framework that provides an agreement between locally varying privacy and resource consumption.
Then, they classify users according to the level of privacy they need and preserve privacy for sensitive
users.

6.3 FL-IoT for Smart Transportation

A variety of clients, such as vehicles, are involved in the process of cooperatively training globally
shared AI models through the use of FL, which was recently developed to bring AI capabilities to the
network edges to enable intelligent transportation. This eliminates the need for lengthy data transfer
and protects user privacy.

6.3.1 Autonomous Vehicles

Recent advances in sensor and communication technology, as well as the amount of data coming
in from in-vehicle sensors, embedded devices and road cameras, have helped to increase the robustness
of vehicle networks. It is becoming more common to use AI and ML techniques in the transportation
sector to develop intelligent transportation systems. There are many different types of IoT applications
that can be developed using FL in cars. For example, in autonomous driving systems, each car is
trained online by observing a single vehicle, resulting in a limited understanding of the environment.
By using communication between vehicles, FL can provide additional details for each vehicle [75].
Zeng et al. [76] present a unique FL framework enabled by large-scale wireless connectivity for the
development of autonomous control units for connected and autonomous vehicles. FL is an essential
component in the ongoing development of autonomous vehicle systems. It serves as a means of
facilitating communication between vehicles and enhances a variety of functions [77].

6.4 FL-IoT for Smart Industry

FL can also provide realistic solutions to update the knowledge of industrial intelligent systems
with different application areas such as automation and Industry 4.0 or Industry 5.0 without
jeopardising data sharing or privacy. These solutions can be implemented without jeopardising the
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integrity of the data. For managing data exchange between robots for industrial activities, such as
traffic routing, FL is an appealing technique. This is because it eliminates the possibility of unforeseen
delays in network transmission [78,79].

6.4.1 Industrial IoT (IIoT)

The IIoT is revolutionized by FL, which makes it possible to implement AI applications without
compromising the confidentiality of private data. The ideals of Industry 4.0 are reconciled with the
decentralized approach that allows collaborative models to be trained across remote devices. Effi-
ciency, data protection and the implementation of intelligent applications for industry are improved
by this connection with EC in IoT networks [80].

6.4.2 Resource Efficient FL for IIoT

FL in dispersed edge networks requires efficient management and allocation of network resources
to be resilient and successful. It is important to implement strategies that minimize latency, reduce com-
munication overhead and prudently manage resources in distributed edge networks. The researchers
in reference [81] proposes a framework for the distribution of network resources in wireless networks,
with particular attention to edge networks built with the FL environment. The goal of the study is
to develop a method that is both fair and effective in terms of allocation to facilitate collaborative
development in FL-based edge networks. In reference [82], a study introduces an FL model that may
speed the learning process by examining client behaviors and exploiting local computer resources. This
model is particularly useful for resource-constrained IoT devices such as mobile robots [73,74].

6.5 FL-IoT for Smart Agriculture

FL-IoT can bring about a revolutionary change in the field of smart agriculture by improving
a variety of elements of agricultural practices. In the field of agriculture, FL refers to the process
of training ML models by utilizing data collected from a variety of decentralized sources, such as
fields and sensors. This strategy facilitates the implementation of precision agriculture, which in
turn improves crop yields, resource allocation and long-term sustainability, while maintaining the
confidentiality of harvested data. Researchers like Antico et al. and Aggarwal et al. [28,83,84] classify
maize and rice leaf crop diseases using FL-IoT by keeping the leaf image information at the farmer’s
location [85].

6.6 FL-IoT for Finance

The use of FL in finance improves data protection by enabling companies to work together on
training models without having to share sensitive financial data. It not only ensures compliance with
strict regulatory requirements, but also enables the construction of more accurate fraud detection
models, risk assessment algorithms and customized financial services. However, the application of FL
in banking requires customized enhancements to address real-world challenges. To effectively address
these difficulties, user incentives need to be managed efficiently and access to personal data needs to
be restricted. In reference [75], authors discuss all of the possible obstacles and problems that might
arise while adopting FL in the banking sector, as well as the solutions to these problems. In reference
[86] highlights issues in the bank loan approval process, where manual approval is often required
due to insufficient data for automating decision-making through ML models. FL proves beneficial
in overcoming data scarcity challenges by involving multiple financial institutions in global model
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training. In reference [87], the authors analyze the credit risk assessment process, proposing an FL-
based model for predicting credit risks.

7 Challenges Related to FL-IoT

FL involves sharing the trained model with the central server and requires multiple rounds of
communication between the clients and servers. When sharing the models, lower communication
costs and better efficiency are crucial. Therefore, it is important to overcome challenges such as
limited energy and storage capacities, ensuring data privacy on the client side and ensuring hardware
specifications on the edge devices. In this section, we have discussed various issues and challenges
related to the FL-IoT environment as shown in Fig. 6.

Figure 6: Core challenges of FL-IoT

7.1 Resource Constraint in FL-IoT

When it comes to dealing with the edge nodes of a network, there are a lot of challenges that
can arise with FL from the resources. Various FL clients can pose particular challenges due to their
limited performance or memory capacity, as well as their high energy consumption. A client with
more memory may be able to perform more demanding calculations than a client with less memory. In
addition, the energy budgets FL clients set during training may not be sufficient to meet the demands
placed on the system. The combination of these characteristics leads to an increase in communication
overhead and a decrease in system efficiency, both of which can lead to major difficulties when
conducting model training. Utilizing EC for local computation on IoT devices proves to be a solution
to reduce the resource burden and enable successful FL integration into various IoT ecosystems.

In FL environments, the inclusion of multiple devices offers performance benefits by training
ML models on large datasets. However, there are also challenges, such as communication bottlenecks
and increased computational costs, especially with a large number of clients. To address these
issues, Hard et al. [91] focused on essential hardware prerequisites, required memory capacity, and
computational capabilities for next-word prediction on a keyboard. Nishio et al. [40] addressed
heterogeneous devices with varying computational power, aiming to optimize the computations on
these devices, reducing processing times for lower-performance devices and minimizing upload times
in poorer connection quality scenarios. Reference [92] shows a resource-aware FL architecture for
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mobile devices that addresses computational power constraints. The proposal includes a soft training
technique to accelerate the training of straggler devices. These can partially train the model locally by
hiding resource-intensive neurons that are later restored in the aggregation phase.

7.2 Network Latency and Convergence Challenges

Network latency and convergence challenges in FL-IoT arise from delays in communication
and model synchronization between distributed IoT devices. Limited computing capacity, energy
constraints and bandwidth limitations contribute to these challenges. Managing network latency
and ensuring timely convergence are critical to effective FL implementation in IoT, which includes
strategies such as reducing device participation and optimizing communication rounds. Tackling com-
munication overhead involves model compression techniques such as quantization and partitioning.
Although this is effective, resource-constrained clients can face issues such as unsuccessful connections
during training [93].

Wu et al. [94] presented a FL framework, FedKD, that focuses on adaptive mutual distillation of
knowledge and dynamic compression gradient techniques. The authors conclude that the proposed
framework reduces the communication cost by up to 94.8% and achieves better results by preserving
the privacy of the data. An innovative approach is introduced in reference [95], Momentum FL
by adding a momentum gradient framework at the aggregation server for accelerated convergence.
Experimental results using the MNIST dataset are used to evaluate the convergence performance of
MFL for a variety of machine-learning models.

Liu et al. [96] explore the approach applied to vehicular task offloading by discussing the various
issues and challenges involved in edge servers with wireless networks.

7.3 Data Privacy Concerns in FL-IoT

Maintaining the confidentiality, integrity and privacy of data during model training on IoT devices
is an important concern. However, due to the limited resources available, the privacy protection
algorithms of the FL system may not work properly on these IoT devices [97]. Therefore, not only
robust privacy safeguards need to be provided, but also new methods that are able to deal with
fancy participants,that are efficient in terms of communication and that are frugal in terms of data
processing. There are many studies that focus on the problems associated with peripheral devices that
do not have sufficient computing capabilities. In order to build trust in FL-IoT applications, comply
with privacy standards and develop effective communication and computing techniques for devices
with limited power, it is essential to find solutions to these difficulties.

Zhang et al. [58] address security concerns in mobile and peripheral devices, proposing a
Verifiable Privacy-preserving FL scheme to prevent gradient leakage and an online/offline method for
lightweight gradient integrity verification. Reference [98] deploys privacy-aware Internet of Vehicles
(IoV) services with FL in cloud-EC, utilizing distributed edge servers for model aggregation and
homomorphic encryption for enhanced privacy.

7.4 Hardware Specifications Issues in FL-IoT

Resource-constrained IoT devices, characterized by limited computing, storage and power
resources, pose scalability challenges influenced by factors such as physical size and cost consider-
ations. These devices, including drones and smartphones, are an essential part of applications such
as environmental monitoring in smart cities and factories [99]. Their role in tasks like environmental
monitoring and EC applications is significant [4]. Before integrating the FL into the IoT environment,
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it is important to close the gaps that currently exist and identify the latest hardware requirements for
the IoT environment. Various hardware devices used in the FL-IoT EC scenario are listed in Table 6.

Table 6: Hardware devices used in FL-IoT computing scenario

S.no. Hardware device Definition

1 Raraspberry Pi A compact and affordable single-board
computer commonly utilized in IoT projects

2 NVIDIA Jetson series Specialized EC platforms designed for AI
workloads, offering GPU acceleration for ML
tasks

3 Edge servers: Powerful computing servers deployed at the
edge of the network to process data locally,
reducing the need for centralized processing

4 Intel NUC (Next unit of computing) Small form-factor computers suitable for EC
applications, offering a range of processors and
configurations

5 Arduino edge boards Microcontroller-based boards optimized for
EC tasks, offering a balance between power
consumption and processing capability

6 Google Coral Dev Board A development board with an Edge TPU
(Tensor Processing Unit) for accelerating ML
tasks at the edge

7 AWS IoT greengrass A software service that extends cloud
capabilities to edge devices, enabling local
processing and communication

8 Qualcomm edge AI platforms Snapdragon processors and AI accelerators
integrated into the platforms for edge AI
applications

9 Movidius neural compute stick USB stick with a dedicated neural processing
unit, suitable for edge devices with limited
computing power

10 ESP32/ESP8266 Low-cost and low-power Wi-Fi modules
commonly used in IoT applications, offering
EC capabilities

11 Samsung ARTIK modules Compact and modular IoT modules designed
for EC and connectivity

12 Helium atom development kit Hardware kit for building decentralized IoT
networks, enabling EC at scale

These above-mentioned hardware devices play a very important role in the FL-IoT computing
environment and contribute to the distributive nature of FL.

7.5 Heterogeneous Environment

In a heterogeneous environment, each device has different specifications, computing capacities,
operating conditions, energy and storage capacities and data processing capabilities. The FL-IoT
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method can incorporate a wide range of heterogeneous devices in different ways. These may not only
be alternative device performances, but also different platforms, different generations of devices or
different amounts of data on which the local model is informed in this scenario. As a result, the
duration of the training session can vary greatly from one customer to the next, and it would not
be productive to assume that all participants have the same coverage [1]. The FL must be familiar with
the various hardware configurations and be able to provide training on different platforms. In order
to meet their system requirements, it is always necessary to select only the most trustworthy customers
from among the connected customers. When it comes to successful FL collaboration, selective choice
of participants that can be relied upon is absolutely essential. He et al. [100] explore training variation
possibilities for heterogeneous devices in their paper. They present a formulation to maximize the
efficiency of training, resource utilization, and heterogeneity. Feng et al. [101] examine the utilization
of wireless power transfer and heterogeneous computing in FL. Their study suggests a framework for
resource allocation and heterogeneous computing.

Effectively managing variations in heterogeneous hardware and non-IID data distribution is
crucial for the success of FL systems, impacting the overall training procedure and global model
accuracy. In 2022, Tahir et al. [102] offer a detailed analysis and overview of challenges associated
with systematic and statistical heterogeneity. The study delves into various algorithms, including
FedAvg, FedProx, FedPD, SCAFFOLD, and Fedmed, discussing their implications in addressing
heterogeneity-related issues. Karimireddy et al. [103] focus on minimizing variance in local updates
during data collection. Through experimental demonstrations, they find that SCAFFOLD exhibits
a remarkable reduction in required communication rounds and proves resilient to data heterogeneity
and client sampling issues, ultimately leading to faster convergence.

7.6 Scalability Issue in FL-IoT

The scalability challenges of FL for IoT (FL-IoT) relate to difficulties in efficiently expanding
the system. This is a major problem in terms of communication costs and aggregation of models
on the central server with IoT devices. We need appropriate algorithms for aggregated models and
communication protocols to overcome this scalability problem. In the FL environment, client selection
is a very tedious task due to limited bandwidth and battery resources. Therefore, efficient client
selection methods are essential to overcome these problems. Many researchers have explored these
scalability issues with appropriate client selection mechanisms.

Zhang et al. [104] proposed a framework to solve the problem of scalability in order to minimize
the communication costs between client and server. The authors presented a cooperative federated edge
learning framework for high accuracy and low latency between mobile edge devices. Ye et al. [105] has
addressed the problem of model aggregation and introduced an approach to model aggregation in
vehicle clients, where a local model is selected and sent to the aggregation server while preserving the
confidentiality of image quality and computational capability. FL-IoT thus needs to address scalability
issues to successfully manage the growing network of IoT devices and maintain algorithms based on
ML algorithms that are reliable and effective across different platforms.

8 Discussion

Many data services and applications have emerged from the remarkable proliferation of IoT
and the data it generates. On the other hand, traditional approaches using classical AI and ML
techniques for IoT face significant challenges, including data privacy, data diversity, energy efficiency
in transmission and scalability. FL is an AI revolution in the deployment of IoT services and
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applications in this environment. As a result, the purpose of this study is to provide a complete overview
of the use of FL for a variety of IoT services and applications.

To summarize, FL has the remarkable potential to solve several problems that arise in IoT
applications. These challenges include maintaining privacy, managing resources to handle large
amounts of data, the cost of communication and scalability involved in transferring data to the central
server for training ML models, real-time analytics and customized decisions based on geographical
locations and heterogeneity of data. However, to fully realize the potential of FL in IoT applications,
some obstacles still need to be overcome. These obstacles include limited computing resources and
network bandwidth, the heterogeneity of devices and privacy concerns. The advantages of using FL
in IoT applications over traditional ML approaches are listed in Table 7.

Table 7: Existing challenges and benefits of FL in IoT applications

Applications Challenges faced Advantages with FL

Smart healthcare Need a wide variety of data from a
variety of medical institutions to
train the ML models

Through FL, it is possible to
collaborate across numerous
hospitals without revealing
the confidential and sensitive
information of patients. This
is made possible by the fact
that the global model may be
performed at specific hospital
locations Without sharing
patient data.

Real-time analysis is difficult
during a pandemic

In a situation like a pandemic,
FL can give analytics in a
manner that is very close to
real-time since the local device
does not have to wait for the
receipt of data from other
devices.

Protection of patient’s sensitive
information

In the FL framework, the ML
model may be implemented
on local devices, ensuring that
the privacy of patients’ data is
maintained.

Communication and storage costs
increased due to the distribution of
substantial amounts of medical
information from IoT devices.

In FL, only locally trained
model is shared so, it
decreases the communication
and storage cost.

Smart city Managing resources In FL local model is trained
at the local site, so the burden
of resource management at
the cloud is reduced.

High communication cost for
transferring huge amounts of data

As only the trained model is
shared so, the cost of
communication decreases.

(Continued)
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Table 7 (continued)
Applications Challenges faced Advantages with FL

Protection of citizen’s and vehicle’s
private information

The trained model is shared
with the cloud instead of the
user’s private information.

During an emergency, it might be
challenging to broadcast unique
solutions that are relevant to the
diverse demographic maps in
real-time

Using FL, appropriate
solutions may be supplied to
meet the different
requirements of various
regions of the city, based on
the data that is essential to the
situation.

Smart transportation Protection of driver and vehicle
private information.

FL ensures data privacy as
only the model is shared

The high levels of latency and
communication costs are associated
with the process of sending massive
amounts of data from the vehicles
to the cloud

It reduces the latency and
communication cost as
instead of data only model is
shared.

Customized solutions that are
based on the facts on the traffic in a
certain region

FL is trained based on the
data from the local region, it
can make individualized
recommendations based on
the knowledge about the
traffic in that particular
location.

Smart industry Security concerns arise due to the
centralized approach

Due to its decentralized
nature, security is achieved
with FL.

Protection of sensitive
data/information related to
business plans

Data/Information is protected
with FL.

Difficulties in using collective
intelligent edge devices

Each edge device has its own
data and trained model locally

Smart agriculture Communication costs involved in
transferring a large amount of data

With FL, communication cost
is reduced as the model is
trained at a local farmer’s site.

Data privacy/security issues Farmer’s data is protected
with FL.

Smart finance High security/data privacy risk
related to financial information

Data privacy is assured with
FL as raw data is kept at the
local site.

Data storage and communication
cost issues

In the FL model parameter is
shared with the cloud server
so, it reduces the data storage
and communication cost.
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8.1 Comparative Analysis of ML and FL

ML methods have proven their effectiveness in various applications, but due to the centralized
approach of traditional machine learning methods, they raise the problem of data privacy, have high
communication costs and require more computational resources. The FL approach overcomes these
problems by preserving the data on the client side and reducing communication costs as only the
trained models are shared with the aggregation server. Many researchers have demonstrated the
effectiveness of the FL approach over traditional ML algorithms. In Table 8 and Fig. 7, we have
discussed some manuscripts that implement the FL approach and achieve better accuracy in training
the model.

Table 8: Comparative analysis of ML and FL approaches

Reference Approach used ML centralized FL decentralized Data privacy Reduced
communication
cost

[68] CNN + FL 94% 96% √ √
[69] CNN + FL 96.8% 91% √ √
[77] InceptionResNet

+ FL
75% 74% √ √

[83] CNN + FL 97.29% 96.87% √ √
[84] EfficientNetB3

+ FL
100% 99% √ √

[28] EfficientNetB3
+ FL

99% 99% √ √

[86] ML algorithm +
FL

93% 94% √ √

[58] LSTM + FL 95% 92% √ √

Figure 7: Comparative analysis of ML and FL approaches
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As it is clear from Fig. 7, there is a slight difference between the accuracies of ML and FL. In [69],
the accuracy with the base ML approach is 96.8%, the accuracy with the FL approach is 91%, and in
[28], the accuracy is 99% with both approaches. So, we conclude that with FL, we achieved almost the
same results as with ML models by preserving data and reducing communication cost.

8.2 Comparative Analysis of IID and Non-IIDs Approaches

IID and non-IID mean the distribution of different data patterns to different devices. It is difficult
to evaluate the actual non-IID performance of models because FL has a considerable number of
hyperparameters, such as the number of clients, epochs, and the probability of a client failing. These
hyperparameters change drastically from method to method, making it difficult to compare the
performance of these algorithms. Dealing with non-IID data (device heterogeneity) is a major problem
when implementing FL algorithms. In Table 9 and Fig. 8, we have discussed some manuscripts that
implement the FL approach with IID and non-ID datasets and achieve better accuracy in training the
non-ID data.

Table 9: Comparative analysis of IID and Non-IID approaches

Reference Approached
used

FL-IID FL-
NonIID

Centralized
DL
approach

Resource
utilization

Data
privacy

Less
communi-
cation
cost

[90] CNN-LSTM +
FL

87.8 87.7 87 √ √ √

[28] EfficientNetB3
+ FL

99.7 97.4 99 √ √ √

[84] EfficientNetB3
+ FL

99 98 99 √ √ √

[84] MobileNetB3 98 90 99 √ √ √
[106] DenseNet + FL 82 82 84 √ √ √
[107] DenseNet201 +

FL
96.39 94.44 99 √ √ √

In Fig. 8, we compare the accuracy of the FL approach (IID and Non-ID) with the centralized
approach and conclude that all three approaches have almost similar accuracy in terms of model
accuracy, but with the FL approach we solve problems such as privacy, resource utilization and high
communication costs. FL is an emerging distributed AI technique that has attracted great interest in
realizing IoT services and applications that enhance privacy and are scalable.
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Figure 8: FL-IID and Non IID approach comparison

9 Emerging Trends and Future Directions in FL-IoT

Decentralized learning environments will benefit from innovation, scalability, privacy, and security
thanks to these new emerging trends and directions in FL and IoT that will influence the development
of intelligent IoT applications in the future. After analyzing the various implementation challenges
related to FL-IoT [4,5,22], we figure out some possible future directions such as:

Data Privacy Mechanism: The aim of the research is to improve privacy preserving methods
in FL-IoT systems to preserve private information while enabling cooperative model training. This
includes developments in secure aggregation protocols, FL with encrypted gradients, homomorphic
encryption, and differential privacy. There is a need to develop and improve sophisticated privacy
preserving methods specifically designed for FL in the IoT context.

Federated Learning with Multiple Modes: Future FL systems will provide multi-modal data
gathering and model training due to the widespread use of several sensor kinds in the IoT devices.
This makes it possible to create extensive models that can concurrently handle and analyze several
kinds of data streams.

Adversarial Robustness: To protect against adversarial assaults and efforts at data poisoning,
FL-IoT systems will utilize robustness techniques. The goal of this research is to improve security
and reliability by creating adversarial training strategies, anomaly detection algorithms, and model
verification processes.

Resource Constraint Optimization: Lightweight ML models, compression strategies, and energy-
efficient algorithms that are ideal for implementation on resource-constrained IoT devices should be
the main areas of future study to get beyond these devices’ restrictions.

Heterogeneity Management: To manage heterogeneity while preserving model fairness and accu-
racy, future work should focus on FTL approaches and adaptive learning algorithms, as IoT devices
and data sources differ in their capabilities and formats.

Scalability: To cope with the growing number of IoT devices, research into scalable solutions
should be a top priority in the future of FL-IoT. This means that distributed optimization algorithms
and communication protocols need to be developed specifically for large FL installations.
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Future developments in FL-IoT applications will be tailored to specific use cases. In healthcare,
FL can enable collaborative model training across distributed medical devices, improving diagnostic
accuracy while protecting patient privacy. It has the potential to increase productivity and save
maintenance costs in smart cities by enabling proactive infrastructure maintenance through the
consolidation of sensor data from edge devices. It could also help predict defects and detect anomalies
in manufacturing processes as part of the industrial IoT, maximizing production and reducing
downtime. To enhance navigation and safety in autonomous vehicles while ensuring data privacy,
FL-IoT can support cooperative learning between vehicles. These applications show how FL can use
distributed learning to solve real-world problems in a variety of IoT domains.

10 Review Summary

This investigation examines numerous fascinating and valuable articles about the state-of-the-
art in FL-IoT. This article is organized based on FL and IoT approaches, protocols, architecture,
application areas, and challenges. Fig. 1 depicts the PRISMA flow diagram for conducting the
systematic review. Table 1 shows the summary of the related articles of literature reviewed.

10.1 Limitations

Despite a thorough search across databases, some relevant publications may be missing because
of the inclusion of only English-published studies, chosen search keywords, and database constraints.

11 Conclusions

The realization of IoT services and applications that enhance privacy and are scalable has been
greatly influenced by an emerging distributed AI technique known as FL. We have explored the
potential of FL to facilitate IoT networks through a comprehensive review of the current state of the art
and in-depth discussions based on recent research in the field. FL enables the training of collaborative
ML models on decentralized devices, contributing to a privacy-friendly approach where sensitive data
remains in its original location. The novelty lies in decentralized model training. Centralization of
raw data is no longer necessary, which protects the privacy of the individual. In addition, FL proves
its ability to extend to multiple devices without interruption, providing a gateway to intelligent and
efficient solutions for numerous applications in the IoT. FL is a key enabler for the use of AI in
decentralized and connected contexts as the IoT evolves. This will ensure that there is a balance
between innovation and privacy protection. In this manuscript, we have first provided an overview
of the latest developments in IoT and FL and made suggestions for improving their integration.
We then looked at recent developments in FL-IoT applications in various industries, including
smart healthcare, transportation, city government, manufacturing, financial services and architecture.
To conclude a comprehensive review, we have also examined the implementation framework with
performance metrics and communication protocols relevant to FL-IoT. Finally, we also discussed
various open research challenges and future directions related to FL-IoT. In summary, an analysis was
conducted to compare FL (IID and Non-IID) with centralized methods, confirming the superiority
of FL in preserving privacy and minimizing communication overhead. We hope that this study will
serve as a springboard for further research projects aimed at the widespread use of FL-IoT, promoting
awareness and progress in this rapidly evolving sector.
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