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ABSTRACT

With the popularisation of intelligent power, power devices have different shapes, numbers and specifications.
This means that the power data has distributional variability, the model learning process cannot achieve sufficient
extraction of data features, which seriously affects the accuracy and performance of anomaly detection. Therefore,
this paper proposes a deep learning-based anomaly detection model for power data, which integrates a data
alignment enhancement technique based on random sampling and an adaptive feature fusion method leveraging
dimension reduction. Aiming at the distribution variability of power data, this paper developed a sliding window-
based data adjustment method for this model, which solves the problem of high-dimensional feature noise and low-
dimensional missing data. To address the problem of insufficient feature fusion, an adaptive feature fusion method
based on feature dimension reduction and dictionary learning is proposed to improve the anomaly data detection
accuracy of the model. In order to verify the effectiveness of the proposed method, we conducted effectiveness
comparisons through elimination experiments. The experimental results show that compared with the traditional
anomaly detection methods, the method proposed in this paper not only has an advantage in model accuracy, but
also reduces the amount of parameter calculation of the model in the process of feature matching and improves the
detection speed.
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1 Introduction

In the power grid system, the presence of multi-source and heterogeneous data structures can
offer a broader range of data sources and richer information. However, this complexity also presents
challenges in analyzing and processing data, making the implementation of power data anomaly
detection increasingly difficult. For these problems, more and more intelligent power data anomaly
detection methods based on edge computing, machine learning, and other technologies are widely used
[1,2]. Machine learning focuses on the data itself rather than its physical significance, which makes it
highly automated, so machine learning-based anomaly detection is a very efficient way to solve the
current problem.
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In light of the aforementioned background technology, this paper tackles the critical issues arising
from inconsistent data dimensions and inadequate feature extraction caused by the heterogeneity of
terminals in power data anomaly monitoring. These challenges, in turn, contribute to the diminished
accuracy of data anomaly monitoring. In response, this paper makes significant contributions in the
following key areas:

(1) Data Alignment Method: Leveraging the unique characteristics of power data collection
points, this paper introduces a data alignment method based on random sampling. This
technique enhances data quality and effectively elevates the efficacy of power data processing.

(2) Anomaly Detection Method: The paper proposes an anomaly detection method for electronic
data termed Adaptive Feature Fusion for Data Anomaly Detection (AFF-DAD). This method
forms the cornerstone of constructing a deep learning-based anomaly data detection model,
resulting in a notable enhancement in data detection accuracy.

(3) Feature Dimension Reduction: In conjunction with adaptive feature fusion, the paper employs
a feature dimension reduction method to streamline the model’s parameter count while
preserving data feature quality. This approach enables parameter pruning in the model, thereby
enhancing performance without compromising detection accuracy.

2 Related Works
2.1 Anomaly Detection

As early as many years ago, scholars studied anomaly detection through traditional methods.
Among them, the traditional feature extraction method is an important branch of anomaly detection
research [3—6]. With technological advancements, pattern recognition has become integral to anomaly
detection. Instead of listing a multitude of related tasks directly, it is more effective to highlight
representative literature or models with a logical connection. For instance, Lou et al. [7] proposed
a fault pattern recognition method based on wavelet and statistical models. Building upon this,
Chen et al. [8] explored fault pattern recognition using neural networks, and Xu et al. [9] investigated
a method based on wavelet packet decomposition and neural networks, showcasing continuous
improvements in the field. As technology progressed, the integration of deep learning algorithms
into data anomaly detection became prevalent. Notably, papers [10,11] combined neural networks
with various signal-processing methods for fault identification, while others [12—14] delved into the
application of diverse data-driven methods in fault diagnosis. However, the challenge persists in the
domain of power data due to its diverse sources, resulting in sub-optimal data quality that hampers
the practical application of existing models.

2.2 Feature Dimension Reduction

Early dimension estimation methods can be divided into two categories: Projection-based and
geometry-based methods [15-19]. Fukungaga et al. [20] introduced a dimension estimation method
rooted in local Principal component analysis (PCA). Tenenbaum et al. [21] devised an equidistant
mapping approach for dimension reduction, leveraging multidimensional scale transformations to
maintain constant geodesic jumps between two points. Belkin et al. [22] proposed the Laplace feature
mapping dimension reduction method. This method addresses the assumption that the image projected
onto the low-dimensional space by a very close point in the high-dimensional space should also be very
close. The solution involves solving the generalized eigenvalue problem attributed to the graph Laplace
operator. As research progresses, an increasing array of methods emerges for feature dimension
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reduction, particularly those based on dictionary learning [23,24]. The above methods effectively deal
with the data noise problem, and are also of some significance for compression pruning of models.

2.3 Deep Learning

Deep learning stems from the study of artificial neural networks [25-27]. A neural network is
a hierarchical network structure consisting of many nonlinear neurons. Lu et al. [28] constructed a
Convolutional Neural Network model, leveraging the advantages of image recognition and visual
perception for data anomaly detection. The model adopts a deep hierarchical structure for diag-
nosing and identifying features. Mestav et al. [29] proposed the independent component analysis
generative adversary networks (ICA-GAN) model using a generative adversarial approach, effectively
improving anomaly detection. Additionally, Shao et al. [30,31] constructed various deep network
models grounded in deep learning theory. These models successfully extracted rolling bearing fault
features, offering diverse and effective methods for abnormal data diagnosis. In recent years, the rapid
development of deep learning technology has been notable [32,33]. There is still a lot of research space
to apply the new technology in the abnormality detection of power systems.

3 System Model

The model architecture of this paper is shown in Fig. I, which contains three entities and four
application layers.
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Figure 1: System architecture diagram

The three entities are the user terminal, edge, and cloud.

User Terminal: The user terminal consists of a number of domestic, municipal, and industrial
power consumption areas. Each power area is equipped with detection points to collect power
consumption data. It is the data-providing end of the power system.
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Edge: The edge terminal cleans, verifies, aggregates, and extracts features from the power data
uploaded by the user terminal. The extracted data features are stored and backed up in the edge
database, and the feature results are encrypted and transmitted to the cloud.

Cloud: The cloud also refers to the cloud server, which collects power data features from different
power consumption areas, performs large model training, analyses the data features, and performs
real-time detection of anomalies in the power consumption data.

The four application layers are the “Data Sampling Layer”, “Feature Fusion Layer”, “Edge Model
Layer” and “Cloud Model Layer”.

4 Adaptive Feature Fusion Methods
4.1 Feature Dimension Reduction

In this paper, we take the example of reducing an R-dimensional datasets {x,} to M dimensions,
wheren=1,2,3,--- ,N,and M < R.

The optimal projection direction in the new space with the largest variance of the data is
defined by the M eigenvectors of the covariance matrix S, which correspond to the largest eigenvalue
N1 Aoy N3, -+, Ay Of M, respectively.

First obtain the 1-dimension with the largest variance and generate the complementary space of
that dimension. Continue to obtain the 1 dimension with the largest variance in the complementary
space and generate a new complementary space. The cycle continues sequentially to obtain a space of
M dimensions.

Define a set of unit-orthogonal R-dimensional vectors {B;},1 = 1,2,3,---,R satisfying the
following equation:
B,TBJ = Bij — 0, B;FBI =1 (h
Then
R
Xn = Z 0Lniﬁi (2)
i=1
Equivalent to a coordinate transformation
{u}
{an Xn2s Xn3s " * " s XnD} - {(xnla Olppy Olpzy » v v 0LnD} (3)
Xor = 0P

The derivative is set to zero to get

an =X;1rﬁj5j = 1a2a3a"' :M (4)
ijXTBDj:M—'_la“' aR

Then there is

R

=% =2 A& -DB}b ()
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That is
T— 1 N R . e R . 6
=N Zn=1 ZMH(XnBi —X By = Zi=M+1 X, U (6)

Constructing the Lagrangian function gives

R R
L= uSp+>  k(l-Bp) ()
Applying the partial derivative to A and setting it to 0 yields
SBi = A (8)

The R — M smallest eigenvalues are taken when J is smallest. The corresponding distortion is

D

I= Zi:M+1 Ai ©)

The steps of the algorithm shown in this method are as follows:

Algorithm 1: PCA

1: Mean X and covariance matrix S computed for a given sample {x,}, n =1,2,3,--- | N;

2: Calculate the eigenvectors and eigenvalues of S;

3: Arrange the eigenvalues from largest to smallest, and the eigenvectors B, B, B3, - - - , B4 correspond-
ing to the first M eigenvalues A, A,, A3, - - - , A,, form the projection matrix

4.2 Adaptive Feature Fusion

In this paper, we introduce dictionary learning into the feature fusion process of power data. Dic-
tionary learning operates on the principles of sparse modeling, wherein redundant data elements are
eliminated, retaining only the most pertinent information essential for optimizing model parameters.
This sparse representation effectively preserves crucial data features while simplifying the datasets,
thus constituting an adaptive feature fusion approach.

In the study of this paper, the objective function is set as follows equation:

D, X = arg(min {|Y — DX|I’}) (10)

where || X]|, < L, L are sparse constraints.

In this paper, K-Singular Value Decomposition is used to learn the optimal dictionary. The
implementation of K-SVD consists of three main steps: Dictionary Initialization; Sparse Coefficient
Solving; Dictionary Updating. The detailed process is described as follows:

(1) A randomly selected sample in the power data sample set used for training is used as the
initialization atom, or given a DCT dictionary for initialization. The initialization dictionary
is noted as D® and set J = 1.

(2) For each sample y; the orthogonal matched tracing method is used to solve for the coefficient
vector Xx; as follows:

Xj = arg(moin {“}’i - DXiHZ}) (11)

where ||x;||, < L, L are sparse constraints and i = {1,2,3,---,S}.



4050 CMC, 2024, vol.79, no.3

(3) For the kth atom, k = {1,2,3,---,N} in the dictionary DY, the update is performed by
subsequent steps. Define w, to be an index set, with the index element indicating that the sample
referred to by the index uses the k dictionary atom d,, i.e., x*(i) is a non-zero value, where x*
denotes the k row in X. D is specified as in the following expression:

w, = {il 1 <i<S,x() # 0} (12)
The overall representation error matrix E, is then calculated by the following expression:
%k

To encapsulate, the combination of PCA dimension reduction, K-Singular value decomposition
(K-SVD) dictionary learning, and Orthogonal matching pursuit algorithm (OMP) feature sparse
decomposition offers a parameter-free feature with no need for manual intervention or parameter
setting based on prior experience. The resultant outcome solely depends on the intrinsic characteristics
of the data, culminating in an adaptive feature fusion capability.

5 Data Anomaly Detection Model Based on Deep Learning

Based on the adaptive feature fusion method proposed in the previous section, the design process
of this paper mainly includes several steps in Fig. 2. Within the time series T, data collection is first
performed at the power terminal detection point. Then the collected power data are subjected to data
cleaning, where the data cleaning methods include data normalization and data complementation.
Afterward, the cleaned data is subjected to feature dimension reduction, wherein the two steps of
aspect reduction and channel dimension reduction are included. Then adaptive feature fusion is
performed on the dimension-reduced data.

¥ Times Series

Aspect Loss

Normalization Reduction | Function
3 3 E different ;
Data Data Feature i Time Seri _
Acquisition Cleaning Reduction LA 1 @ Score Prediction AFF-DAT
Data Channel
Completion Reduction

Figure 2: Data anomaly detection model data processing flowchart

Repeat the above steps according to different time series. The fused data features are fed into the
anomaly score prediction model, and the prediction model is optimized according to the loss function.
The obtained anomaly score and model parameters are fed into the cloud data anomaly monitoring
model.

5.1 Data Cleaning
5.1.1 Data Alignment Based on Sliding Window

Assuming that the power data collected from the N device detection points of a single Internet
terminal is {p,, P», Ps, - - - , Pn}, and assuming that there are a total of M power regions, the power data
collected under different regions is shown on the left side of Fig. 3.



CMC, 2024, vol.79, no.3 4051

=
I
o = = RS = e o = | = R = s o f = a |
b= S S = I = i = B = S~ i < |
= Tl - - I < B - B - -
o
o
=
|
o= il = B = i = i = R = e = B = Sl = S o
T T O T U U U T O T

n= il = (Ml =i = i = R = R = S = Sl = i o
= il = A = s = A = B = il = B = S = A =
T T T T U O T O T T
T T T T W T T O T T
e Bl = S = e = = R = e = B = S = i =
g =l A = Sl = e - R - ER - B < - i <
e pliE o i = B = Sl « R = F = B o iclE = S o
= e S T e G = IR o JR o s o il e
mo e o o =y = | e W o e |
== O e AT e S e SR e B o R e S e S e S e
o F e e B B S e S B

PP PP

Figure 3: Data dimension alignment

Where p denotes the power data collected at each collection point. It can be seen that the
dimension of the collected power data is inconsistent due to the inconsistency in the number of power
devices due to the multiple origins of power regions. In this paper, we take the maximum number of
devices and the maximum number of power areas in a single region. For places where data collection
points do not exist, the data is populated with zeros, as shown in Fig. 3. From this, the following data
in dimension M x N can be obtained:

Pt - Pixn
Do (14)
Pmxi -+ Pumxn

Take X to be less than M and Y to be less than the smallest value in {N,, N,, N5, - - - , N}, where X
and Y are the dimensions of the aligned data. Then the square matrix consisting of X x Y dimensions
can be completely contained by the above data.

Take X x Y according to random sampling in M x N data. Repeat this 500 times to ensure that
every data of M x N has been sampled and no data features are lost. This results in three-dimensional
data for X x Y x 500, as shown in Fig. 4.

The data is dimension compressed, and the principle of the algorithm here is derived from a
Convolutional Neural Network with an 1 x 1 kernel for dimensional alignment. This resultsin X x Y x 1
dimensional data, which is X x Y dimensional data after dimensional alignment.

Through the above operation, the power data collected from different sources can be realized as
dimensional aligned neat data. The operation of directly complementing 0 to the data can ensure
that the features of the data will not be lost and will not introduce too much data noise. In the
experimental analyses in Section 6, we specifically demonstrate the experimental demonstration of
such an approach.

5.1.2 Data Normalization

The normalized value of row E in column 1 is calculated as follows:

. C;
Normalized(e;) = m (15)
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When
1 n _
std(E) = a5 zi:l(ei —E) (16)
Then
_ 1 n
B X 7

The standard deviation std(E) of E is equal to 0 if all values in row E are the same. Then all values
in row E are set to 0. The remaining rows are normalized in the same way.
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Figure 4: Sliding window data alignment method

5.2 Data Anomaly Detection Model Based on Adaptive Feature Fusion (AFF-DAD)

The convolution operation is an important content in analytical mathematics, mainly including
continuous convolution and discrete convolution. The network structure used in this paper is shown
in Fig. 5. The specific description of each part of the structure is as follows:

For the matrix D after dimension reduction, the aforementioned Convolutional Neural Network
is used to detect and predict its anomalies. Specifically, matrix D is divided into a plurality of time-
sequence samples in chronological order, and each time-sequence sample contains data from the past T
time segments and data from the current time segment. The neural network model is trained by taking
the previous T time segments of each time-sequence sample as an input sequence and the current time
segment as an output sequence. Then, the trained model is used to predict each time-series sample
to get the anomaly score of each time slice. The larger the anomaly score, the higher the degree of
anomaly of the time fragment.
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Figure 5: Neural network architecture for data anomaly detection

Then, for the anomaly score of each time segment, the principle of clustering-based decision
classification is used. The anomaly scores of all time segments are sorted in descending order, and
the first N time segments are taken as anomaly samples. Then, the anomaly samples are clustered into
M clusters, and the center of each cluster is the representative anomaly of the cluster. If the distance
between a time segment and the representative anomaly of a cluster is less than a certain value, the
time segment can be classified as a cluster. Otherwise, a new cluster is created.

Specifically, divide all the data samples into x clusters and take the center point of each cluster
as the representative anomaly of that cluster. Let the data vector of a time segment be 1;; y be the y
cluster, ¢, be the centre vector of the y cluster, and d(l;, ¢,) be the Euclidean distance between 1, and c,.
The time segment should be classified as the x cluster, if and only if:

dl,c,) = }Jgu%n ) d(l,c,) < thre (18)

where thre is the threshold, when d(l;, c,) > thre, then a new cluster is created, |, is categorized as that
cluster and I; is used as the data anomaly for that cluster.

6 Experimental Analysis
6.1 Simulation Preparation

The power data anomaly detection model, which is essentially a binary classification problem,
aims to input a collected power data value and output whether this data is anomalous or not. In detail,
a score will be output for this data in the model, and then the anomaly of the data will be judged based
on the score threshold. In this paper, different ablation experiments are done on whether to enable the
sliding window data alignment method, adaptive feature dimension reduction method, and adaptive
feature fusion method, respectively. Experiments are also done to compare our model (AFF-DAD)
with other conventional methods (DAD).

In terms of datasets, the PMU dataset is selected in this paper as the comparison benchmark
for power data anomaly detection. In addition, in order to validate the data enhancement method,
this paper makes an experimental comparison of four datasets, ForestCover, Frogs_Species, KDD-
CUP_http, and Satellite3 VS7, respectively. The datasets information is shown in Table 1.
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Table 1: Basic information about the datasets

Datasets Samples Dimensions Abnormality rate
ForestCover 16,013 54 17.16%
Frogs_Species 3,978 22 12.57%
KDDCUP_http 6,677 38 10.14%
Satellite3 VS7 550 36 14.55%

In terms of model comparison, this paper has done experimental comparisons on KNN, LOF,
MCD, PCA, OCSVM, AE, and CNN-DAE models respectively. Among them, the first five are
machine learning methods and the last two is deep learning methods. In addition, experimental
comparisons are made with the latest method ICA-GAN in this paper. Meanwhile, this paper migrates
the proposed AFF method to ICA-GAN, which also brings better experimental results.

6.2 Ablation Experiment
6.2.1 Comparison of Starting Time Series

We optimize the model training process step by step by dividing the time series. First, initialize the
model parameters. Starting from the second time series, the current collected power data is used as the
real value of the data, and the model output is used as the predicted value. The two fit a loss function
to continuously optimize the model. Table 1 below demonstrates the effect of culling the number of
data collections in the prepared on the model, and the effect of our model compared to conventional
anomaly data detection models.

Where “AFF-DAD” refers to the model proposed in this paper, and “DAD” refers to the
conventional data anomaly detection model. “Starting time series” refers to the data collection time
point used. 0T represents training with the collected data from the very beginning, and 500T refers to
after 500 time series, the model is then iterations of the model. As mentioned above, the predicted data
scores are not accurate enough due to the insufficient amount of data in the early stage.

As can be seen from the Table 2, the conventional method DAD is not sensitive to the starting
time series.

Table 2: The accuracy of different actually time series

Model Iterations Starting time series Accuracy
DAD 100,000 0T 88.46%
DAD 100,000 500T 88.41%
AFF-DAD (ours) 100,000 0T 91.64%
AFF-DAD (ours) 100,000 500T 94.78%

In the method proposed in this paper, starting from 500T is able to improve the accuracy by 3
percentage points compared to starting from 0T. After comparison, the best result of our method
brings 6 percentage points of accuracy improvement compared to the conventional method.
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6.2.2 Comparison of Data Enhancement Methods

In this paper, a data alignment method based on sliding window (SW) is proposed. It can
maximize the retention of data features while ensuring dimensional alignment. Neither edge features
are discarded nor additional data noise is added.

By controlling the variables to ensure that the model structure, power datasets, and feature fusion
method remain unchanged, and only the data enhancement method is changed, this paper compares
with the three data complementation and alignment methods, namely mean value interpolation (MVI),
nearest neighbor interpolation (NNI), and regression interpolation (RI), as well as without data
enhancement method, and the experimental results are shown in Fig. 6.

Impact of the Data Enhancement Approach on the Model

0.8 1

0.2 1

0.0 4

0 20000 40000 60000 80000 100000
Iterations

Figure 6: Impact of the data enhancement approach on the model

As can be seen from the Fig. 6, our method has comparable effect in the early stage compared
to the conventional method, but the conventional method starts to converge in the middle of the
iteration and the accuracy no longer increases. Our method can improve the accuracy by nearly 5
percentage points compared to the best regression interpolation method. At the same time, our method
can improve the accuracy by more than 26 percentage points compared to the method without any
data augmentation. It can be seen that data augmentation has a great impact on the training of the
model.

Regarding the comparison of data enhancement, ablation experiments are done in this paper on
each of the four datasets. The experiments adjusted only the data enhancement method by controlling
the model variables. The results, as shown in Table 3, show that the data processing method based on
sliding window can significantly improve the accuracy of anomaly detection.

6.2.3 Comparison of Feature Fusion Methods

This paper also proposes an adaptive feature fusion method (AFF) based on feature dimension
reduction and dictionary learning. The experimental results are shown in Fig. 7.
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In this subsection, we experimentally compare our method with traditional SVM methods, as
well as advanced deep learning based models such as NRT and GAN. As can be seen from the Fig. 7,
with neither using data augmentation, our proposed adaptive feature fusion method can improve the
detection accuracy by about 3 percentage points compared to both principal component analysis and
independent component analysis.

Table 3: Comparison of data enhancement methods under different datasets

Datasets Data enhancement

Methods Accuracy  Methods Accuracy

ForestCover RI 70.31% WL 82.36%
Frogs_Species RI 63.25% WL 75.24%
KDDCUP_http RI 68.24% WL 78.23%
Satellite3 VS7 RI 73.26% WL 81.27%

Impact of the Feature Fusion Approach on the Model

E-O.-i-

Accu

10000 20000 40000 60000 800000 100000 200000
Iterations

Figure 7: Impact of the data feature fusion on the model

Based on the models listed in Subsection 6.1, the comparison experiments in this paper are shown
in the following Table 4.

Table 4: Experimental results under different models

Model KNN MCD PCA OCSVM AE CNN-DAE  AFF-DAD
Accuracy  81.23%  78.21%  80.26%  81.33% 85.43%  92.26% 94.78%
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These include machine learning models, and the latest deep learning models. Take CNN-DAE
as an example, which is a data anomaly detection model based on deep autoencoder [34]. It can
effectively solve the problem that traditional machine learning-based data anomaly detection methods
are ineffective and feature extraction is insufficient when facing high-dimensional data. Experiments
prove that our method is comparable to it.

We reproduce the modeling approach of ICA-GAN. Unlike the original paper, we did not use the
evaluation metrics of generative adversarial networks but converted them to the accuracy rates used
in this paper. The results of the accuracy comparison are shown in Table 5.

Table 5: Detection accuracy of different models

Model Trick Data Accuracy
OC-SVM — - 81.33%
ICA-GAN - - 93.34%
NRT - - 85.21%
F-AnoGAN - - 93.27%
CNN (ours) AFF SW 94.78%
AFF-GAN (ours) AFF SW 94.86%

In addition, we modified ICA-GAN by applying the adaptive feature fusion method used in this
paper to GAN networks. By validating it on the PUM datasets, the experimental results are shown in

Table 6.

Table 6: Pr values of different algorithms under the FPR = 0.05 constraint for bad data and data

attack anomalies

Model Bad data (EPFL) Bad data (Texas)  Data attack Data attack
(EPFL) (Texas)

AFF-GAN (ours)  98% 95% 96% 86%
ICA-GAN 97% 95% 94% 80%
OC_SVM 94% 35% 61% 1%
F-AnoGAN 78% 5% 53% 18%

NRT 50% 88% 5% 5%
Anomaly-Meas 42% 63% 7% 4%

Adaptive feature fusion (AFF) brings improvement in all aspects compared to independent
component analysis (ICA). We also compare our method in this paper with NRT, Meas models, etc.,
and the experiments prove that our method has some effect enhancement.

6.3 Algorithm Performance Analysis

In summary, the data anomaly detection model proposed in this paper brings advantages in all
processing aspects. Fig. 8§ shows the convergence of the AFF-DAD model proposed in this paper
compared to other models during the whole process of training iterations.
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Loss Variation with Training Progress
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Figure 8: Loss variation with training progress

Table 7 below gives a comprehensive comparison of the experiments in this paper respectively
in terms of feature fusion approach, data enhancement approach, number of model iterations, data
dimension, and so on.

Table 7: Overall experimental results

Model Feature Data Iterations Dimension Accuracy
CNN PCA - 100,000 20 65.31%
CNN ICA - 100,000 20 65.17%
CNN AFF - 100,000 20 68.25%
CNN AFF MVI 100,000 20 88.36%
CNN AFF NNI 100,000 20 90.17%
CNN AFF RI 100,000 20 89.42%
CNN AFF SW 100,000 20 92.34%
CNN AFF SW 100,000 30 94.23%
CNN AFF SW 100,000 50 94.52%
CNN AFF SW 200,000 50 94.78%

From the table, we can see that our method can improve the accuracy of the model to 94.78%
by adjusting the data enhancement method and optimizing the feature fusion method, along with the
increase of data dimension.

Table & below gives the computation of the model under different feature fusion methods.

Our proposed AFF-DAD model can reduce the parameter computation of the model by about
26%. Even compared to the PCA dimension reduction approach, it can reduce the computation of
the model by about 11.5. This is mainly due to the introduction of the adaptive feature dimension
reduction approach, which greatly reduces the dimension of the data features while maintaining the
model accuracy.
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Table 8: Overall experimental results

Model Flops (millions) Accuracy (%)
DAD 2.81 88.46
PCA-DAD 2.35 91.05
ICA-DAD 2.54 91.64
AFF-DAD 2.08 94.78

In smart grid, there are three major systems, which are equipment operation and maintenance lean
management system, dispatch management system, and energy management system. The power data
anomaly detection model proposed in this paper can be applied in the dispatch management system.

Taking power distribution as an example, the safety threshold is set in advance for the detection
results in this paper. For each power data detection result, one as normal and zero as abnormal, the
model will output a probability value. Assuming that this probability value is 0.8, it is considered that
there is an 80% chance that the power data is normal and a 20% chance that the power data is abnormal.
By comparing the probability value with the threshold value, if the probability of abnormality is greater
than the threshold value, an alarm is triggered to notify the safety officer for attention.

7 Conclusion

In response to the challenges posed by insufficient data feature fusion and low accuracy in
anomaly detection within multi-source power terminal data, this study proposes a novel approach.
Our method integrates a data alignment enhancement technique based on random sampling and an
adaptive feature fusion method leveraging dimension reduction. By constructing an adaptive feature
fusion data anomaly detection model using deep learning algorithms, our approach not only enhances
detection accuracy but also reduces the number of model parameters through feature dimension
reduction, enabling model pruning. The efficacy of our method is substantiated through multiple
ablation experiments, validating its practical utility. This methodology holds promise for enhancing
detection precision in real-world power systems while also offering scalability to larger datasets and
more complex scenarios.
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