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ABSTRACT

Fog computing has recently developed as a new paradigm with the aim of addressing time-sensitive applications
better than with cloud computing by placing and processing tasks in close proximity to the data sources. However,
the majority of the fog nodes in this environment are geographically scattered with resources that are limited in
terms of capabilities compared to cloud nodes, thus making the application placement problem more complex
than that in cloud computing. An approach for cost-efficient application placement in fog-cloud computing
environments that combines the benefits of both fog and cloud computing to optimize the placement of applications
and services while minimizing costs. This approach is particularly relevant in scenarios where latency, resource
constraints, and cost considerations are crucial factors for the deployment of applications. In this study, we
propose a hybrid approach that combines a genetic algorithm (GA) with the Flamingo Search Algorithm (FSA)
to place application modules while minimizing cost. We consider four cost-types for application deployment:
Computation, communication, energy consumption, and violations. The proposed hybrid approach is called GA-
FSA and is designed to place the application modules considering the deadline of the application and deploy them
appropriately to fog or cloud nodes to curtail the overall cost of the system. An extensive simulation is conducted
to assess the performance of the proposed approach compared to other state-of-the-art approaches. The results
demonstrate that GA-FSA approach is superior to the other approaches with respect to task guarantee ratio (TGR)
and total cost.

KEYWORDS
Placement mechanism; application module placement; fog computing; cloud computing; genetic algorithm;
flamingo search algorithm

1 Introduction

In 2014, Cisco proposed fog computing as a new paradigm with the aim of addressing time-
sensitive applications better than with cloud computing by placing and processing tasks closer to the
data sources [1]. Fog computing can curtail various costs such as networking overhead, making it a
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suitable platform for dealing with latency-sensitive tasks [2]. Fog computing is a distributed computing
environment that expands services of cloud systems to users and data sources [3].

Nodes in this environment are preferably located only one hop at a distance from the data to
be handled. Placing nodes in a close location to users allows for processing data locally in the nodes
instead of transferring data to nodes in cloud systems in a remote location, which can cause extra
communication overhead. Fog computing is developed as a middle layer between Internet of Things
(IoT) and cloud computing and is suitable for time-sensitive application placement. The majority,
nonetheless, of the fog nodes are geographically scattered with resources that are limited in terms
of computing capabilities compared to cloud nodes, thus making the application placement problem
more complex than that in cloud computing.

The application placement problem further complicates microservice applications. A microservice
application is a set of interdependent and interconnected modules that might be processed by various
computing nodes [4]. Each module executes a set of instructions to produce the appropriate output
that might be communicated as an input to another module based on the dependency of data between
these modules [5]. This study presents a novel mechanism of application placement for fog-cloud
environments that aims to optimize the overall system utilization by efficiently reducing the cost of
computation, communication, energy, and service level agreement (SLA) violations. The proposed
work combines the genetic algorithm (GA) with the Flamingo Search Algorithm (FSA) to place
application modules to minimize overall cost. The choice of using GA and FSA in a hybrid algorithm
depends on the problem at hand and the characteristics (Complementary Strengths, Multi-objective
Optimization, and Adaptability) of the algorithms being combined. If the problem exhibits feature that
align well with both GA and FSA, a hybrid approach might be more effective. It is worth noting that
the selection of metaheuristic algorithms for a hybrid approach is often empirical and depends on the
characteristics of the optimization problem. Other metaheuristic algorithms could also be considered
for our problem in future. The hybrid approach considers the cost associated with computation,
communication, violation, and energy consumption to place the applications to appropriate fog or
cloud nodes. The violation cost associated with the placement of applications considers the real-world
penalty model adopted by various cloud service providers. The work also focuses on more number of
applications to be executed before their deadline on the considered fog-cloud system.

The major contribution of the paper is as follows:

• A novel hybrid GA-FSA approach is proposed for application placement in a fog-cloud
environment. This hybrid approach is intended to overcome issues such as low convergence
rates and high costs.

• In the proposed model, we consider four cost types (computation, communication, violation,
and energy consumption) associated with application placement.

• The model for violation cost is aligned with the existing penalty models used by the standard
cloud service providers.

• The hybrid approach effectively places the applications to fog or cloud nodes based on the
application parameters, which improves the task guarantee ratio (TGR) while maintaining the
Quality of Service (QoS) and stability of the overall system.

The remainder of this paper is organized as follows. In Section 2, we discuss the state-of-the-art
application placement in cloud and fog models, including the identified gaps in the research. The
problem is formulated and discussed in Section 3. In Section 4, we present the proposed mechanism,
which is evaluated and discussed in Section 5. Finally, in Section 6, we present our conclusions and
future directions for further improvements in the proposed work.
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2 Related Work

This section discusses the research conducted by different researchers in related areas. A novel
framework was proposed to allocate workload in a fog-cloud system to minimize the power con-
sumption while maintaining an acceptable level of service delay [6]. The proposed framework divides
workload allocation into three subproblems. This framework attempts to solve this problem by
employing a generalized benders decomposition (GBD) mechanism. The results demonstrated that
the power consumption can be optimized within a fog-cloud system. However, they did not thoroughly
investigate the complexion of workloads and resources [7].

The authors of [8] presented a mechanism to map module with an aim to place IoT applications in
a fog-cloud environment. The contribution of this work was to improve resource utilization. Utilization
is improved by sorting and mapping nodes to application modules according to the available capacity
and requirements of these modules and nodes. Then, the mechanism maps the modules when the
requirements are fulfilled. This study, however, considered only CPU and RAM to find an appropriate
candidate. Therefore, the mechanism misses other crucial elements, for instance time requirements of
applications.

The authors of [9] proposed a fog-supported architecture that manages both the computational
and networking costs. The architecture employs an energy-aware algorithm within a fog-based
datacenter. A node is rewarded or penalized according to the idleness state of the node, top frequency,
and highest energy parameters. It, then, computes how many virtual machines might be placed on a
node in different timeslots and according to their frequencies. The reward mechanism is utilized to
minimize power consumption, which could grow aggressively.

The effectiveness of mobility on the behavior of applications was investigated by studying the
problem of scheduling in fog systems [10]. The study reviewed several scheduling approaches with
an aim to reduce the execution time of applications based on their characteristics. This study
demonstrated that the delay-priority policy outperformed the others with regards to reducing network
delay.

A service-based placement mechanism for fog computing was designed by [11] with the aim
of sharing resources in an optimum way in nodes inside IoT systems. The mechanism takes in
consideration both deadline and latency requirements when allocating various modules on machines.
Each machine is identified by computation, memory, and storage elements. The proposed policy tries
to meet QoS demands by prioritizing applications based on expected time to response.

A new technique was developed by [12] to manage applications in order to satisfy different service-
delivery latency requirements in fog computing. iFogsim [13] was used to evaluate the proposed
technique. The technique outperformed other approaches in the literature by assigning modules to
nodes within the required deadlines.

The authors in [14] developed a quality of experience (QoE) mechanism that assigns modules to
fog nodes. The mechanism prioritizes different requests to place module according to the expectations
of different users. In similar fashion, a study on improving quality of experience was proposed by [15].
This approach, however, does not consider resource availability as a factor when placing modules to
nodes. This can be considered a weakness in this context according to [16] in cloud-fog environments.

The authors of [17] presented an optimized placement approach for applications in fog environ-
ments based on a GA. This approach aims at reducing the costs of the computational as well as
exchange of data overheads of tasks assignments while preserving an acceptable level of utilization.
Another study employing a GA was carried out by [18]. This study presented a mechanism to schedule
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tasks with a focus on cost factor that is based on GA-based algorithm for fog-cloud systems in order
to cut the cost time-aware applications.

Another scheduling mechanism was proposed by [19] that maps tasks to nodes according to
deadline and frequency constraints. The approach employs an auction mechanism, where tasks that
are rejected by one fog node can be accepted by another. It illustrates that the total number of executed
tasks can increase as a consequence of using this mechanism.

A novel placement mechanism was presented by [20] that aims to improve throughput by focusing
on the requirement of computation and networking of applications. The performance was improved
by allocating the maximum number of modules to one area to curtail the networking overheads in fog
computing. Experiments demonstrated that the proposed mechanism outperformed related methods
in terms of throughput improvement. However, the proposed method only minimally addresses saving
energy in fog environments. The authors of [21] proposed a deadline-aware mechanism that plays an
intermediate role for processing tasks in a fog-cloud environment. In addition, the mechanism focuses
on the efficient utilization of resources.

The authors of [22] presented a placement mechanism that takes context of applications in
consideration in fog environments. This mechanism can help in reducing the latency of applications
in IoT systems by mapping IoT machine-level contexts with the specifications of the nodes in a fog
system. The authors of [23] employs mechanism that is based on the grey wolf optimization approach
to curtail the execution costs for IoT applications in a fog environment. This improves the performance
with regard to the application deadlines.

The authors of [24] proposed an algorithm called PACK that maps tasks to fog node according
to locations with an aim to reduce service delay. The travel time between data sources and fog nodes
are minimized by placing these parties close to each other provided the load between working nodes is
balanced. Moreover, PACK ranks fog nodes based on location and reliability as factors for allocating
tasks to nodes. A hybrid mechanism that merges a linear programming method with several heuristic
mechanisms to optimize energy and bandwidth consumption in a fog environment was introduced
by [25].

A load-balancing placement policy for fog and cloud systems on IoT platforms was presented by
[26]. This work enhanced their previous work [27] by employing a software-defined network paradigm
to enhance the outcome of IoT applications in fog-cloud computing. The approach employs a load-
balancing mechanism to distribute tasks between fog nodes to suit the demands of expandability
and time-constraint while avoiding fog nodes being overloaded. This study showed that the delay can
decrease because of this approach. However, load balancing can lead to poor resource utilization and
an increase in power consumption.

The authors of [28] presented a mechanism that coordinates the allocation of tasks as a chain of
services [29] using a deep reinforcement learning approach. A vigorous method was employed to reduce
latency; improve resource usage; and enhance productivity in fog systems. A similar approach was
adopted by [30] to solve the scalability shortcomings of existing schemes for the dynamic placement
of the mechanism.

The authors of [31] proposed an efficient and autonomous scheme to solve the problem of
mapping IoT services to fog nodes using metaheuristic approaches with a shared parallel architecture.
They employ the Archimedes optimization algorithm as a new metaheuristic approach that addresses
the complexity of IoT service allocation to fog nodes as a multi-objective problem. The approach
employed helped reduce the overall costs of fog systems.
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The authors of [32] presented a novel application placement mechanism for fog computing that
focusing on reducing power consumption. The main contribution of this paper is to reduce the number
of running fog nodes which leads to a cut in the overall energy consumption of the system. However,
this study pays a little attention to the cost of the proposed mechanism. The adoption of mechanism
can increase the SLA violation as a result.

In the proposed approach, we formulated the cost model using four types of cost, like computation
cost, communication cost, violation cost, and energy consumption cost. Many researchers have
formulated the model taking at most three types of cost and we included the fourth one, i.e., energy
consumption cost to make the problem more realistic. General optimization techniques are proposed
by different researcher’s for solving this type of problems and we tried with that along with the
hybrid approach to explore the efficacy of the hybrid approach. The hybrid approach we consider
here combines both GA and FSA to place the applications efficiently in fog/cloud nodes to minimize
the overall cost while satisfying the deadline requirements.

3 Problem Formulation

This section defines the problem application placement in fog-cloud environment. In addition, it
presents several cost-type models of application executions in this environment.

3.1 Computing Environment

The considered computing environment consists of a three-layered hierarchical structure, as
displayed in Fig. 1. The uppermost layer is the cloud layer, which consists of servers that we call
datacenters. The middle layer, called the fog layer, links the cloud with device layers. The lowest
layer is the device layer, where user applications are generated. The fog layer resides closer to the
data generation sources and addresses requests in a time-bound manner. Latency-sensitive tasks are
addressed by fog servers rather than cloud servers because the cloud servers are placed distant from
the user request locations. The decentralized feature of fog computing makes it more appropriate for
addressing latency-sensitive tasks that can be submitted to the system in a distributed manner. The
focus of this study is to use computing and communication resources in a collaborative manner to
minimize system utilization costs.

3.2 Machine Environment

In this subsection, we consider a set of m computing nodes M = {M1, M2, · · · , Mm}, which consists
of k cloud nodes and other nodes (m−k) as fog nodes. Each node in the machine environment has the
following characteristics: Mj = < Mrate

j , Mcpu
j , Mmem

j >. The term Mrate
j represents the CPU processing

rate of machine Mj, Mcpu
j represents the CPU capacity, and Mmem

j represents the memory capacity of
machine Mj. Cloud nodes have more computing power than fog nodes and have higher communication
latency because the cloud nodes are distant from the task submission point.

3.3 Task Environment

The set of n tasks T = {T1, T2, T3, . . . , Tn} is submitted to the system, where each task Ti has
the following characteristics: Ti = < insi, cpui, memi, datai, bwi, di >. Term insi represents the number
of instructions for task Ti. The other terms cpui, memi, and bwi represent the CPU, memory, and
bandwidth requirements for task Ti, respectively. The term datai represents the input/output file size
and di represents the deadline of the task. We assume that the sets of tasks/applications submitted to
the system are independent of each other. When a task is submitted to the system, it is scheduled to
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either a cloud or fog server for execution. The execution time for a task can be computed based on the
number of instructions and rate of CPU processing where the task is scheduled. Herein, we define the
execution time of task Ti when allocated to machine Mj as eij, which can be calculated as follows:

eij = insi

Mrate
j

(1)

Figure 1: Proposed computing environments

3.4 Cost Model

This section defines the different cost-type models associated with fog-cloud environments.

3.4.1 Computational Cost

The primary monetary cost associated with the fog-cloud environment is computational cost.
The computation cost depends on the amount of computational resources required to execute the
application and execution duration [33]. Herein, we consider two computational resources: The CPU
and memory. The computational cost of task Ti scheduled on machine Mj can be calculated as follows:

Compcost
i = (

cp
j × cpui + cm

j × memi

) × eij (2)

where cp
j is the per-unit CPU usage cost per unit time and cm

j is the per-unit memory usage cost per unit
time for machine Mj. Here cpui and memi represent the CPU and memory requirement of the task Ti,
respectively. The term eij represents the expected execution time of the task Ti when allocated to the
machine Mj. Thus, the total computational cost of n tasks can be computed as follows:

Compcost =
n∑

i=1

Compcost
i (3)
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3.4.2 Communication Cost

In addition to computational cost, the communication cost has a vital role in scheduling because
latency is crucial for IoT application deployment [34,35]. The communication cost depends on the size
of the data file involved in the task and cost of bandwidth usage per data unit of the host server. The
communication cost involved in task Ti can be computed as follows:

Commcost
i = cb

j × bwi (4)

where cb
j is the bandwidth-usage cost per unit of data for machine Mj. The total communication cost

for all n tasks can be obtained using the following equation:

Commcost =
n∑

i=1

Commcost
i (5)

3.4.3 SLA Violation Cost

The fog-cloud service provider must adhere to the SLA signed by the service provider and user.
The service provider must repay compensation proportional to the violation level. Popular penalty
computation methods adopted by different cloud-service providers are presented in Table 1. There are
three popular methods for calculating the penalty: (a) a certain percentage of the total charge paid,
(b) a fixed amount paid for different violation levels, and (c) a specific ratio of downtime [36]. In the
proposed model, we design the violation cost, which depends on the violation level, i.e., the amount of
time the task requires to finish its execution beyond the specified deadline. We formulate the violation
cost model, which is similar to the penalty models of real cloud service providers and can be defined as

Violationcost
i = Vi × Penaltyi (6)

where Penaltyi is the violation cost of task Ti for one percent of the delay violation; Vi can be obtained
using the following equation:

Vi =
⎧⎨
⎩

fi − di

eij

× 100 if fi > di

0 if fi ≤ di

(7)

where fi is the completion time of task Ti. To determine Vi ∈ [0, 100], we assume that if any task
requires more time beyond the deadline than its execution time, then the task must not be allowed to
be executed. Considering the above formulations for penalty calculations, we design the violation cost
of the system as follows:

Violationcost =
n∑

i=1

Violationcost
i (8)

Table 1: Penalty models, reprinted with permission from [33]

Cloud provider Calculation method Service credit Penalty cap

Amazon EC2 Ration of total charge < 99.95%–10% N/A
< 99%–30%

IBM Softlayer Ration of downtime Each 30 min downtime, 5% of the fees N/A

(Continued)
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Table 1 (continued)

Cloud provider Calculation method Service credit Penalty cap

Windows Azure Ration of total charge < 99.95%–10% N/A
< 99%–25%

VPS.net Ration of downtime 10 × downtime 100%
Google GCE Ration of total charge < 99.95%–10% N/A

< 99%–25%
< 99%–50%

Rackspace Ration of downtime Each 30 min downtime, 5% of the fees 100%
GoGrid Ration of downtime 10 × downtime 100%

3.4.4 Energy Consumption Cost

In this section, we formulate the energy cost of the system under consideration to execute the
set of tasks submitted to the system. The energy consumption cost depends on the total number of
servers required to execute the tasks. To compute the energy consumption of each server/node (Mj),
the following formula is used:

Ej = Estatic
j + Edynamic

j (9)

where Estatic
j is the energy consumed by the server/node Mj when it is ideal and Edynamic

j is the energy
consumed by the server while executing any task. The term Estatic

j is constant for a particular
machine/server; however, the term Edynamic

j varies and depends on the computational resource utilization
over time. Herein, we formulate the dynamic component of the energy consumption using two types of
computational resources: CPU and memory utilization. This model could be extended by considering
additional resources. Similar assumptions were made in [37]. Dynamic energy consumption (Edynamic

j )
is computed as follows:

Edynamic
j = (

α × UCPU
j + β × Umem

j

) × Emax
j (10)

where α and β are positive constants and α + β = 1. The terms UCPU
j and Umem

j represent the CPU and
memory utilization of the machine Mj, respectively. Herein, Emax

j represents the energy consumption
of the machine when operating at its maximum capacity. Thus, the total energy consumption cost of
the system under consideration can be computed as follows:

Energycost =
TimeDuration∑

t=0

m∑
j=1

Pj × ce
j (11)

where ce
j is the energy consumption per server unit. The total cost (Totalcost) of the system is computed

as follows:

Totalcost = Compcost + Commcost + Violationcost + Energycost (12)

where Compcost is the computational cost, Commcost is the communication cost, Violationcost is the
violation cost, and Energycost is the energy-related cost of the system under consideration.



CMC, 2024, vol.79, no.3 4135

3.5 Optimization Goal

The main objective of this study is to schedule a set of latency-sensitive independent tasks to
fog/cloud servers such that the total cost is minimized. The final optimization formula for the stated
problem is defined as an Mixed-Integer Linear Programming (MILP) problem and is expressed as
follows:

Minimize(Totalcost), (13)

subject to

Task Constraint:
n∑

i=1

xij = 1, ∀j ∈ {1, . . . , m} (14)

and

CPU Constraint:

xij × cpui ≤ Mcpu
j , ∀i ∈ {1, . . . , n}, j ∈ {1, . . . , m} (15)

and

Memory Constraint:

xij × memi ≤ Mmem
j , ∀i ∈ {1, . . . , n}, ∀j ∈ {1, . . . , m} (16)

Binary decision variable xij is defined as

xij =
{

1 if task Ti is allocated to machine Mj

0 Otherwise
(17)

Eq. (14) states that one task will be allocated to only one server and the term xij is a binary variable
which takes the value 1 when task (Ti) is allocated to a machine (Mj) otherwise the value is 0. Eqs. (15)
and (16) are the CPU and memory constraints for each machine, respectively. The total CPU and
memory required for the set of tasks allocated to a machine must be less than the total available
resources.

4 Proposed Mechanism

There are three layers in a fog-cloud computing environment. The lower layers, called the IoT
device layers, are generated from the user tasks and sent to either the fog layer (middle layer) or cloud
layer (top layer). The tasks submitted to the cloud layer must pass through the middle layer because
the fog broker decides whether to allocate the tasks to the nodes/servers deployed in the fog layer or
the cloud layer. The main functions of a fog broker are threefold: (a) request receiver, (b) resource
monitoring, and (c) task scheduling. The proposed scheduling process is displayed in Fig. 2, where
the requests from IoT devices are received by the fog broker unit through gateways. The fog broker
analyzes the task parameters and schedules the tasks to the appropriate servers in the fog or cloud
layer to minimize costs and optimize QoS.

In this case, we designed a hybrid approach by combining the GA [38] with the FSA [39], which
we call GA-FSA. The proposed model efficiently schedules tasks to fog/cloud nodes to meet the QoS
and minimize cost.

GA is a popular evolutionary algorithm widely used in different optimization problems [38]. This
algorithm was inspired by Darwin’s evolutionary principle based on gene simulations. The GA follows
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predefined steps such as (a) initial population generation, (b) evaluation of the fitness function for an
individual population, (c) selection of the best possible populations to reproduce a new generation,
(d) crossover operation for producing new generations from the parent population, and (e) mutation
operation to produce a new child and avoid the algorithm from being trapped in a local optimum.
These steps are repeated until the algorithm converges or the maximum number of iterations is
achieved, as indicated in Fig. 3.

Figure 2: Proposed approach for task scheduling

Similarly the FSA was inspired by the migratory and foraging behaviors of flamingos. The FSA
algorithm uses migratory and foraging behaviors to select the optimal solution, as indicated in Fig. 4.

Figure 3: Flowchart for GA Figure 4: Flowchart for FSA
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In this study, we propose a hybrid algorithm called GA-FSA to effectively schedule tasks to servers
in the fog and cloud layers. A flowchart of the combined approach is displayed in Fig. 5. The proposed
approach follows the GA to generate the initial population and encoded form of the population, as
indicated in Fig. 6. The chromosomes of the population represent the tasks, and the gene value of each
chromosome is considered as the server where a task is scheduled.

Figure 5: Hybrid GA and FSA approach

Figure 6: Individual solution encoding of GA

From the entire set of populations based on fitness values (using Eq. (12)), two best elites are
chosen using the roulette wheel process. Assume, the two elites are G1 and G2. G1 is used for the
crossover operation through the GA. The other elite, G2, is used by the FSA to generate the optimal
solution. The best elites from GA and FSA are promoted for the two-point crossover operation
(Fig. 7) and one point mutation operation (Fig. 8). The results of this series of crossover and mutation
operations produce an effective task scheduling.

Figure 7: Illustration of two-point crossover operation
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Figure 8: Illustration of one-point mutation operation

4.1 Hybrid GA-FSA Scheduling Approach

User applications are the inputs for the proposed approach. The steps involved in our hybrid
approach are depicted in Algorithm 1:

Algorithm 1: Hybrid Approach (GA-FSA)
1. Initialize parameter values
2. Initialize chromosome encoding for crossover and mutation operation
3. Evaluate fitness function using Eq. (13)
4. if maximum iteration is reached then
5. Perform selection operation
6. Select two elites G1 and G2 based on fitness value for the next process
7. Select elite G1 for crossover operation
8. end if
9. while termination condition is not matched
10. Select other elite G2 for FSA
11. Promote two best solutions G1 and G2 for crossover and mutation operation
12. end while
13. return optimal solution

Herein, we use a two-point crossover operation where a new solution is obtained by swapping the
genes of the chromosomes, as illustrated in Fig. 7. After the crossover operation, the chromosomes
undergo a single-point mutation operation where a new solution is obtained by flipping the digit of
the string, as indicated in Fig. 8. Through this hybrid approach, we can obtain effective scheduling of
tasks to the fog/cloud servers. The pseudocode for the proposed approach is presented in algorithm 1.

5 Experimental Evaluation

The proposed hybrid approach, GA-FSA, was implemented using Python to evaluate its efficacy
against other state-of-the-art approaches. GA-FSA was compared with approaches such as the GA,
Min-CCV, and Min-V mechanisms. The performances of the approaches were evaluated based on
the computation cost, communication cost, energy consumption cost, SLA violation cost, total cost,
makespan, and TGR. TGR is defined as follows [40]:

TGR = Number of tasks executed before deadline
Number of admitted tasks

(18)

GA is a metaheuristic approach for finding a suitable solution that supports multi-objective
optimization problems [41]. Min-CCV [42] is a cost-aware scheduling approach that allocates tasks to
nodes to minimize cost. Min-V [42] is a heuristic scheduling approach that minimizes delay violations.
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5.1 Simulation Setup

The simulation was performed to understand the efficiency of the proposed hybrid approach by
varying three parameters: The number of tasks, number of fog nodes, and number of cloud nodes.
We conducted these experiments to investigate the influence of these parameters on the optimization
goal stated earlier. We performed the experiments in different phases. In the first phase, we varied the
number of tasks from 100 to 500 and fixed them with 20 cloud nodes and 50 fog nodes. In the second
phase of the experiment, we fixed the number of tasks to be constant, i.e., 500, and the number of
cloud nodes to 20. Subsequently, we performed experiments by varying the number of fog nodes from
10 to 50. The third phase of the experiment was conducted by varying the number of cloud nodes from
5 to 20, holding the number of tasks (500) and fog nodes (50) constant. The experimental settings of
the simulations are listed in Table 2.

Table 2: Experimental settings

Phases Characteristics Parameters

Tasks Fog nodes Cloud nodes

1 Varying tasks [100, 500] 50 20
2 Varying fog nodes 500 [20, 50] 20
3 Varying cloud nodes 500 50 [5, 20]

In the proposed method, the tasks were submitted to the system with the characteristics described
in Table 3. The computing environment discussed previously consisted of fog and cloud nodes with
heterogeneous characteristics. The values for the different parameters were selected randomly and set
for experimental purposes. The node attributes of fog/cloud environment are listed in Table 4.

Table 3: Task settings

Parameter Values Unit

Size [1028, 4280] MI
Required CPU [1, 4] Integer
Required memory [50, 200] MB
Data size [0.5, 2] MB
Deadline [500, 2500] ms
Penalty [0.1, 0.5] G$%

The simulation was written in the Python programming language and conducted on an INTEL
CORE i7 7th gen, CPU @ 3.0 GHz, 8 GB RAM, and 64-bit operating system. The parameter for the
GA-FSA experiments was reported in Table 5.
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Table 4: Node settings

Parameter Values Unit

Fog node Cloud node

CPU processing rate [500, 2000] [3000, 10000] MIPS
CPU usage cost [0.2, 0.5] [0.05, 0.1] G\$/s
Memory [200, 300] [512, 4096] MB
Memory usage cost [0.01, 0.04] [0.02, 0.06] G\$/MB
Delay [1, 5] [1.5, 2.5] ms
Bandwidth usage cost [0.01, 0.02] [0.05, 0.1] G\$/MB
Static energy consumption [1, 5] [5, 10] kWh
Dynamic energy consumption [1, 3] [1, 6] kWh
Energy cost 0.1 0.1 G\$/kWh

Table 5: GA-FSA parameters setting

Parameter Values

Population size [50]
Crossover rate [0.6]
Mutation rate [0.015]
Number of iterations [100]

5.2 Simulation Result by Varying the Number of Tasks

In this experiment, we varied the number of tasks from 100 to 500 and reported the results in
Figs. 9 to 15. A lower makespan value implies that the proposed approach is more efficient. It can be
observed that the proposed approach (GA-FSA) demonstrated a lower makespan value than the other
state-of-the-art approaches for all task counts (indicated in Fig. 9). Fig. 10 indicates the TGR of each
approach; in this case a higher value of TGR is better. GA-FSA provided a higher TGR value than the
other approaches. Figs. 11 to 15 report the result of different costs associated with the models. In these
cases, the lower the cost, the better the performance. This phenomenon was observed for the proposed
approach (GA-FSA) in terms of computation, communication, violation, energy consumption, and
total cost.
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Figure 9: Makespan (Lower value is better) Figure 10: TGR (Higher value is better)

Figure 11: Computation cost (Lower value is
better)

Figure 12: Communication cost (Lower value is
better)

Figure 13: Violation cost (Lower value is better) Figure 14: Energy cost (Lower value is better)
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Figure 15: Total cost (Lower value is better)

5.3 Simulation Result by Varying the Number of Fog Nodes

In this case, the number of fog nodes was varied, while maintaining a constant number of tasks
(500) and cloud nodes (20). As the number of fog nodes varied, the results exhibited varying trends for
different performance parameters. Figs. 16 to 22 report the different parameters for the approaches.
Fig. 16 indicates that the proposed approach (GA-FSA) outperformed the other approaches as its
value was less compared to the others. As the number of fog nodes increased, the TGR value improved
for all cases; GA-FSA had a higher value than the other approaches (as indicated in Fig. 17). The costs
associated with the different models are displayed in Figs. 18 to 22. The proposed approach incurred
a lower cost than the other approaches, as indicated in the different figures.

Figure 16: Makespan (Lower value is better) Figure 17: TGR (Higher value is better)

Figure 18: Computation cost (Lower value is
better)

Figure 19: Communication cost (Lower value is
better)
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Figure 20: Violation cost (Lower value is better) Figure 21: Energy cost (Lower value is better)

Figure 22: Total cost (Lower value is better)

5.4 Simulation Result by Varying the Number of Cloud Nodes

In this subsection, we varied the number of cloud nodes from 5 to 20, while holding the number
of tasks (500) and fog nodes (50) constant. Figs. 23 to 29 report the results for different performance
parameters. In this case, the communication cost varied as the cloud nodes were distant from the
data source, and hence influenced the TGR. However, in all cases, GA-FSA had a higher TGR value
(Fig. 24) compared to the other approaches. The cost associated with GA-FSA was also lower than
that associated with the other approaches (Fig. 29).

Figure 23: Makespan (Lower value is better) Figure 24: TGR (Higher value is better)



4144 CMC, 2024, vol.79, no.3

Figure 25: Computation cost (Lower value is
better)

Figure 26: Communication cost (Lower value is
better)

Figure 27: Violation cost (Lower value is better) Figure 28: Energy cost (Lower value is better)

Figure 29: Total cost (Lower value is better)

In addition to reporting the results in terms of different parameters, we also report (Table 6) the
running times of the different approaches. The proposed approach, GA-FSA, required less time than
the other approaches. Although the time difference was small, it makes sense that by requiring less
time, the proposed approach outperformed the other approaches for the different parameters.
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Table 6: Running time of different approaches

Approach Run time (seconds)

GA 21
Min-CCV 22
Min-V 23
GA-FSA 19

5.5 Statistical Analysis of Variance (ANOVA) Results

ANOVA [43] was employed to test the difference in terms of means between two or more cases.
SPSS software was used to conduct the statistical analysis. The null hypothesis, which was presumed
to be the means of the four populations, was equal. We demonstrated, mathematically, that H0 was
μ1 = μ2 = μ3. In the alternative hypothesis, we presumed that at least one of the means differed from
the others. We conducted ANOVA for the synthetic datasets with α = 0.05. Table 6 lists the results of
the ANOVA test.

Table 7 demonstrates that the F-value > F was critical for the synthetic dataset, indicating that
we rejected the null hypothesis. This inferred that the means of the population of the four different
datasets were not equal because the p-value was considerably less than 0.5. Consequently, we can
conclude that the performance achievement gained by GA-FSA against GA, Min-CCV, and Min-V
was not by chance.

Table 7: ANOVA test results for GA-FSA, GA, Min-CCV, and Min-V for synthetic datasets

Source of variation df Sum of square Mean square F-value p-value F critical

Between groups 3 58256.05 19455.01 3.8743 0.0101 2.6497
Within groups 186 985562.98 5132.74
Total 189 1043819.03

6 Conclusion and Future Direction

The proposed approach, GA-FSA, outperformed the other state-of-the-art approaches (GA,
Min-CCV, and min-V) with respect to different parameters (makespan, TGR, and cost). The objective
of this study was to minimize cost while satisfying the QoS, which was achieved by the proposed
approach. For latency-sensitive tasks (where the deadline of a task matters), the proposed approach
demonstrated improved performance by reducing the different costs associated with scheduling tasks
in a fog-cloud environment. In the future, we would like to study load-balancing and security issues
while scheduling tasks. Real-world fog-cloud-based deployment of tasks should be studied and the
efficacy of the proposed approach evaluated.
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