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ABSTRACT

Prior studies have demonstrated that deep learning-based approaches can enhance the performance of source code
vulnerability detection by training neural networks to learn vulnerability patterns in code representations. However,
due to limitations in code representation and neural network design, the validity and practicality of the model
still need to be improved. Additionally, due to differences in programming languages, most methods lack cross-
language detection generality. To address these issues, in this paper, we analyze the shortcomings of previous code
representations and neural networks. We propose a novel hierarchical code representation that combines Concrete
Syntax Trees (CST) with Program Dependence Graphs (PDG). Furthermore, we introduce a Tree-Graph-Gated-
Attention (TGGA) network based on gated recurrent units and attention mechanisms to build a Hierarchical Code
Representation learning-based Vulnerability Detection (HCRVD) system. This system enables cross-language
vulnerability detection at the function-level. The experiments show that HCRVD surpasses many competitors
in vulnerability detection capabilities. It benefits from the hierarchical code representation learning method, and
outperforms baseline in cross-language vulnerability detection by 9.772% and 11.819% in the C/C++ and Java
datasets, respectively. Moreover, HCRVD has certain ability to detect vulnerabilities in unknown programming
languages and is useful in real open-source projects. HCRVD shows good validity, generality and practicality.
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1 Introduction

Computer software plays an important role in today’s information society, but the security risks
it faces are becoming increasingly prominent. The 2023 Open-Source Security and Risk Analysis
(OSSRA) report audited more than 1,700 codebases, and found that 84% of them contained at
least one known software vulnerability [1]. So-called software vulnerabilities are security flaws or
weaknesses that exist in computer systems or applications. They arise due to oversights in the
development process or inadequate security measures. Once discovered and exploited by attackers,
these vulnerabilities can lead to the acquisition of unauthorized privileges or the execution of
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malicious operations, posing significant risks to the entire software ecosystem. Detecting and fixing
vulnerabilities during the software development stage can significantly reduce costs and mitigate
security risks, so the importance of source code vulnerability detection is self-evident. Additionally,
effective source code vulnerability detection can promptly discover potential vulnerabilities from open-
source code repositories, preventing the further propagation of vulnerabilities due to code cloning.

Therefore, research on source code vulnerability detection has attracted much attention for
decades. Typically, source code vulnerability detection methods rely on static analysis techniques, such
as rule matching or code similarity comparison, to identify potential vulnerabilities. The methods
based on rule matching generate vulnerability rules by manually analyzing various vulnerabilities, and
then these rules are used to match the source code to detect vulnerabilities. This approach is used by
many open-source tools (e.g., Flawfinder [2], Clang [3]) and commercial products (e.g., Checkmarx
[4], Fortify [5]). They are capable of accurately locating vulnerabilities and generating alerts, thus
frequently used in software development and code review. The methods based on code similarity
comparison [6—8] identify identical vulnerabilities by analyzing the similarity between the code under
inspection and the code containing known vulnerabilities. It only requires a small number of vulnerable
code instances to detect the same vulnerability in the target program, making it highly effective in
detecting vulnerabilities caused by code cloning.

Despite their proven effectiveness, these methods and tools have numerous disadvantages. The
methods based on rule matching often suffer from imperfect rules, leading to high false positive and
false negative rates. The methods based on code similarity struggle to detect vulnerabilities that are
not caused by code cloning, resulting in a significant false negative rate. In addition, they share some
common shortcomings, they (1) have difficulties in detecting complex contextual vulnerabilities, and
(2) have poor generality and are difficult to migrate to code written in other programming languages.

1.1 Recent Efforts

To overcome these limitations, deep learning (DL) has been introduced into the field of vulnerabil-
ity detection research in recent years. DL-based methods for source code vulnerability detection rely
on combinations of different code representations and neural networks. Prior research has used neural
network models such as convolutional (CNN) [9,10], recurrent (RNN) [11-14], and graph neural
network (GNN) [15-19], and explored text [9], sequence [12—14,20], and graph [21-25] representations
of source code. Code representation is a form that is transformed from source code to facilitate
processing by neural networks. Text representation treats code as textual data, enabling the utilization
of natural language processing (NLP) or text mining techniques to analyze patterns and structures
within the code. Sequence representation divides code into discrete tokens or statements, which are
selected according to certain rules and combined into a sequence, such as program slice. Graph
representation converts code into graphs according to some logical structure of the program (e.g.,
Abstract Syntax Tree (AST) [26], Program Dependency Graph (PDGQG)). These representations rely on
GNN to learn vulnerability patterns. Due to the use of more structure information of the code, some
graph-based methods [15,19,24,25] have become the current state-of-the-art techniques.

DL-based methods have addressed the issues of prior approaches to a certain extent. They
eliminate the need for manually defined rules, reduce false positive and false negative rates, and
can detect complex contextual vulnerabilities. Some studies have also categorized vulnerabilities or
improved the granularity of detection to a more precise line-level. These advancements have facilitated
the transition of such methods from academic research to practical applications.
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1.2 Limitations

Although DL-based methods have made significant progress, they still have some limitations in
the design of neural networks and code representation, and there are still unresolved issues in their
applications.

Firstly, most studies have directly applied existing neural networks without designing new neural
network architectures specifically tailored for code representations to enhance model accuracy.

Secondly, code representation significantly impacts the effectiveness of the methods, but existing
code representations have certain limitations. The detection capabilities of text- and sequence-based
methods are constrained because they fail to adequately leverage the structured semantic information
inherent in code [24], and some methods rely on manually defined features. Although graph-based
methods demonstrate stronger detection capabilities, they often exhibit poorer robustness. These
methods require complete and compilable code for analysis, and the accuracy of the models heavily
depends on the design of the graph representation. Currently used graph representations suffer from
the following drawbacks: Information from AST or PDG is used in a manner that is incomplete,
harms code semantics, or inhibits graph-based learning. For example, reference [26] completely
parsed the source code into an AST but at the same time ignores the control and data dependency
information; references[18,19] combined PDG, control dependence graph and text but do not consider
the AST information. Some studies [23,24,27,28] used more complex graph structures, but the simple
combination of graphs with different meanings may harms original code semantics. Moreover, it is
not suitable to use homogeneous graph neural network (GNN) to process such heterogeneous graphs.
The large number of connections in the combinatorial graph causes different nodes to have a number
of similar neighbors, which may cause their features to tend to be the same. In other words, this will
result in the over-smoothing problem in GNN. These problems inhibit graph-based learning.

Lastly, most research has primarily concentrated on vulnerability detection in the source code of
the C programming language, while studies on cross-language vulnerability detection and enhancing
the generality of models remain relatively scarce.

1.3 The Proposed Solution

In this paper we propose HCRVD: A vulnerability detection system based on hierarchical code
representation learning. The goal of HCRVD is to improve the code representation and neural network
of DL-based vulnerability detection techniques, thereby boosting the validity and practicality of
function-level vulnerability detection methods. Additionally, it also aims to enhance its generalizability
for cross-language vulnerability detection tasks.

To accomplish this, we first propose a novel Concrete syntax trees-Program dependence graph
(CP) hierarchical code representation, which unfolds the code hierarchically to fully extract the deep
features of code syntax and semantics. The CP hierarchical code representation takes into full account
the structural and semantic information at both the function and statement levels. At the function
level, each function in the code is parsed into a PDG, which encapsulates the control dependencies
and data dependencies of that function. Each node in the function PDG represents a statement. At
the statement level, each statement is further parsed into a Concrete Syntax Tree (CST). The leaf nodes
of each CST contain the original lexical information of the code, while the non-leaf nodes represent
the syntactic structure of the code.

Subsequently, to enable the model to effectively learn program details, we designed a Tree-Graph-
Gated-Attention (TGGA) neural network tailored to the structure of the CP representation. At the
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statement level, TGGA employs a Tree neural network with Gating and Attention mechanisms (TGA)
to learn the embedding vectors of statements and propagate them to the higher function level. At the
function level, TGGA utilizes a Graph neural network with Gating and Attention mechanisms (GGA)
to learn the embedding vector of the entire hierarchical code representation, which is then used for
learning of vulnerability patterns and classification.

Finally, to enable HCRVD to handle code data from multiple languages, we employ various
methods to reduce the heterogeneity across different languages. First, the code is normalized to
remove information irrelevant to program semantics and identifiers specific to different programming
languages, preventing the model from associating vulnerabilities with specific patterns. Second, the
same code analysis tools are used for function PDG extraction and statement AST parsing across
different languages, which helps reduce data discrepancies arising from variations in code analysis
methods. Third, the introduction of hierarchical code representation learning enables the model to
establish connections between vulnerability patterns and code structures. The inclusion of numerous
syntax structure information nodes reduces the proportion of differentiated identifiers, and the
hierarchical information transfer allows the model to learn the internal structural information of
the code, adapting to tasks across different languages. These measures enhance the cross-language
vulnerability detection capabilities of HCRVD.

We evaluated HCRVD on a C/C++ & Java cross-language dataset containing 64,722 functions
extracted from SARD [29] and NVD [30], of which 31,362 functions are from the Java language
and 33,360 functions are from the C/C++ language. The dataset includes 27,911 vulnerability
functions and 36811 non-vulnerability functions. Evaluation results show that HCRVD surpasses
many competitors in vulnerability detection capabilities on the C/C++ single language code dataset,
and the accuracy is improved by at least 3.81% compared to existing methods. It benefits from the CST-
PDG hierarchical code representation learning method, and outperforms baseline in cross-language
vulnerability detection by 9.772% and 11.819% in the C/C++ and Java datasets, respectively. HCRVD
has certain ability to detect vulnerabilities in unknown programming languages without any exposure
to this language at all, and its accuracy rate exceeds baseline by 34.775%. HCRVD plays a more
effective level of detection in real open-source projects in different languages. HCRVD shows strong
validity, generality and practicality.

1.4 Contributions
In general, the contributions of this work include:

1. We propose a novel hierarchical code representation, CP structure, which combines CST and
PDG to maximize the retention of code syntax and semantic information related to vulnerabilities in
functions.

2. We design a TGGA neural network to effectively extract the code feature information in the
CP data.

3. We propose and implement a vulnerability detection system, HCRVD, which can extract
program CP data automatically and train TGGA for vulnerability detection. Tests conducted on the
system showed that the HCRVD is more effective compared to the previous model.

4. Our experiments demonstrate that HCRVD has strong generality and practicality to detect
multiple types of vulnerabilities in multiple languages at the same time without re-training the model,
and has the ability to detect unknown languages. HCRVD performs more efficiently in real open-
source projects in different languages. HCRVD is also robust and scalable, the code to be detected
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does not need to be complete and compilable. This system can be trained on more languages to further
extend the coverage of vulnerability detection.

The source code for HCRVD presented in this paper is available online at: https://github.com/
fff12138/HCRVD (Accessed: Apr. 10, 2024).

2 Related Works

In this section, we review related works on DL-based source code vulnerability detection,
including early and recent works. We contrast them to the HCRVD’s approach, code representation,
neural network, and scope of application, which are summarized in Table 1.

Table 1: Summary of related works on DL-based source code vulnerability detection

Category Year Approach Code Neural network  Scope of
representation detection
Text-based 2018 Russle et al. [9] Text CNN CIC++
2022 VulBERTa [31] Text RoBERTa CIC++
2022 VUDENC [11] Text LSTM Python
2023 Napier et al. [32]  Text BERT & others C/C++
Sequence- 2018 Vuldeepecker [12]  Program slice BLSTM C/IC++
based 2021 SySeVR [14] Program slice =~ BRNN C/CH+
2022 Thapa et al. [20] Program slice Transformer CIC++
Graph-based 2019 Devign [15] Composite GNN + conv CIC++
graph
2021 Funded [16] Augmented GGNN Cross-
AST language
2021 DeepWukong [17] PDG GCN C/IC++
2021 BGNN4VD [21] CPG GNN + conv C/IC++
2021 Reveal [22] CPG GGNN CIC++
2022 VulCNN [25] PDG CNN C/IC++
2023 UCPGVul [23] CPG GCN CIC++
2023 CSGVD [18] Sequence + GNN C/IC++
CFG
2023 VulChecker [24] PDG GNN CIC++
HCRVD CST-PDG TGGA Cross-
language

2.1 Vulnerability Detection Approach

Early work [9] combined code text with CNN for vulnerability detection, which is the most
intuitive application of deep learning. The proposal of Vuldeepecker introduced the concept of code
gadget, which led to further research on methods based on program slice (or sequence) [13]. Devign
proposed a graph-based approach, demonstrating that leveraging software structural information
through program graph representations and GNN learning can achieve superior results.
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The three classical works mentioned above have greatly inspired later research. For instance, in
recent studies, VulBERTa and VUDENC are extensions of text-based approaches, while SySeVR and
the work by Thapa et al. [20] are successors to Vuldeepecker. Additionally, numerous works [21—
24] have further improved upon graph representation learning methods. Most research focuses on
optimizing code representation or improving neural networks, and some research expands application
scenarios. The essence of HCRVD is to optimize the design of code representation and neural networks
based on graph-based methods, and to expand the ability to apply in cross-programming language
scenarios.

2.2 Code Representation

The code representations used in research can be broadly categorized into three types: Text,
sequence, and graph representations. Text representation is the simplest method among them, as it
can be directly derived from the sequential text of the code. Napier et al. [32] concluded through
experiments that text-based methods tend to yield inferior results. However, this approach offers good
scalability, and a simple combination with language models can lead to effective models like Vulberta
[31]. Methods based on sequence representations explore how to extract program slices. For instance,
Vuldeepecker extracts slices from data flow graphs (DFG), while SySeVR and the slicing approach by
Thapa et al. [20] rely on PDG.

Research on graph representations of code is the most extensive, as it has the greatest impact on
detection methods. The focus of these studies is on how to leverage program logic structures to design
graph representations. Funded utilizes augmented AST, CSGVD combines control flow graphs (CFG)
with sequences, VulICNN and VulChecker use PDG as a graph representation. Among these graph
representations, AST is a tree-like representation that describes the abstract syntax structure of source
code. CFG demonstrates the program’s execution flow and the conditions that need to be satisfied.
PDG shows the control and data dependencies in the program. More advanced graph representations
include code property graphs (CPG) and some composite graphs. CPG is a type of combined graph
that integrates information from AST, CFG, and PDG into a single graph. It has been widely used in
recent studies [21-23]. The graph representations used in Devign and FUNDED are composite graphs
that are formed by combining multiple subgraphs. Although CPG and composite graphs contain
information from many subgraphs, this does not mean that they are more suitable for model learning.
For example, the information from AST nodes in CPGs cannot be effectively propagated throughout
the graph. Composite graphs may connect semantically unrelated statements or token nodes without
leveraging edge types, resulting in inappropriate information transmission paths. These shortcomings
can hinder the neural network’s ability to learn patterns of vulnerability propagation paths. In contrast,
our proposed CP representation effectively transmits node information from the CST and selects a
clear combination of graphs that are crucial for learning vulnerability propagation paths.

2.3 Neural Network

Text-based and sequence-based methods are often integrated with NLP models. They make use
of traditional models like CNN [9], RNN [14], and LSTM [11,12], and they also benefit greatly from
pre-trained language models based on the Transformer architecture, such as BERT [20,32,33] and
RoBERTa [31,34]. Although sequence representations are extracted based on some graphical form of
a program, their flat structure precludes the utilization of the graph-like structure and message passing
paths inherent in software.
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Graph-based methods typically rely on GNN for learning. DeepWukong and UCPGVul leverage
graph convolutional neural networks (GCN) to propagate information to adjacent nodes and perform
convolutional operations, learning graph embeddings for classification tasks. Devign, BGNN4VD,
CSGVD, VulChecker, and DeepDFA utilize or enhance GNNs to perform message passing and learn
global embeddings by leveraging the structure and attributes of the graph. However, it is difficult for
GCN and GNN to learn long-distance relationships in the structure, so some works [16,22] introduced
gated graph neural network (GGNN) to address this challenge. These network models are selected
based on the structural features of the code representation. The TGGA neural network model used by
HCRVD is specifically designed based on the hierarchical representation of CP, possessing the ability
to propagate messages over long distances, thus making it more suitable for the task of vulnerability
detection.

2.4 Scope of Detection

Previous researches have been extended in various application directions. Extensions in terms
of detection granularity encompass research at the level of slices [12—14,20], functions [9,15,21,22],
lines and statements [19,24,35]. Extensions in interpretability include the study of evaluation metrics
and influencing factors for vulnerability detection [36]. Extensions in detection scope encompass the
research of vulnerability detection across multiple types [13,24] and across projects [27,37]. There
has been limited exploration in cross-language vulnerability detection. Most studies are based on
C/C++ languages, some works [11] have also explored vulnerability detection in other programming
languages. Recently, FUNDED has attempted cross-language vulnerability detection research, but its
model requires transfer learning. In contrast, HCRVD achieves cross-language vulnerability detection
without the need for transfer learning by extracting a unified and normalized CP representation and
introducing the TGGA network, which possesses stronger generalization capabilities.

3 Methods

This section details the technical research and system implementation of HCRVD. We first
introduce the CP code representation and TGGA neural network utilized in HCRVD, followed by
a presentation of the overall framework and implementation process of HCRVD.

3.1 CP Code Representation

The various structured information derived from code analysis is employed to represent the
inherent properties of programs. This encompasses AST, CST, and PDG, which effectively capture
the syntactical and semantic relationships within the source code. CST is a tree representation that
contains syntax information of the source code and is a direct translation of the code. The leaf nodes of
the CST retain the source code information, while the non-leaf nodes provide the syntax information.
PDG is a graph-structured data used to represent the dependencies between variables and statements
during program execution. The edges of the flow from input data to sensitive operations can be
obtained directly through PDG, which provides contextual information about the program, helps the
model to understand the relationship between program statements to identify potential vulnerabilities.

In this section, we leverage the structured information of code to design a code representation,
aiming to enhance the effectiveness and universality of the model in vulnerability detection tasks.
Consequently, the design of the code representation needs to take into account various factors such
as code semantics extraction, vulnerability trigger mechanisms, model generality, and performance.
Detailed analysis from these perspectives is presented as follows:
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First, we analyze from the perspective of code semantics. A statement is the basic unit to carry the
semantics of the source code. Using syntax trees of statement granularity can effectively alleviate the
gradient vanishing problem caused by the long-term dependency of complete syntax tree of function
granularity, which has the large scale and the problem of structural distortion in encoding. And more
syntax and semantic information can be captured compared to the token level of granularity [38§].
Therefore, it is appropriate and effective to build CST embeddings at the statement granularity.

Second, we analyze from the perspective of vulnerability trigger mechanisms. The location of
the vulnerability is closely related to the data flow and control flow of the program. For example,
the buffer overflow vulnerability is often caused by the variable being written beyond the defined
scope limit, and the triggering of the vulnerability involves multiple statements. These statements is
difficult to be directly connected through the syntax tree, because they need to be fed back to the
upper-level node. Therefore, PDG is semantic information that should be retained. Moreover, the
triggering of the vulnerability is also related to the syntax structure of the specific statement. For
example, the statement where the vulnerability is triggered belongs to the function call statement, and
PDG can only extract the code semantic information above the statement granularity, so it is likely
to miss this important information. To prevent it, a syntax tree can be added to extract syntax and
lexical information under the statement granularity. Reference [1 5] added various edges representing
program structure information on basis of AST to form a graph, and used graph neural network
for detection. But the graph built by this method is very complex, the graph neural network may
suffer from over-smoothing problem in node propagation. To avoid these situations, in this paper, we
propose a hierarchical code representation method. Each node in the PDG of a program is represented
as a CST, and the CST is used to represent the syntax and semantic information of statements.
Then the PDG is used to represent the semantic information of the functions. Fig. | shows source
code of a vulnerability function and its PDG structure. The rightmost box shows the CST structure
corresponding to the statement “strncat(data, source, strlen(source));” at one of the nodes in the PDG.
Such a hierarchical representation allows the model to associate the vulnerable statement in line 13
with the defining variable statements in lines 4, 5, 7, and 8. At the same time, it focuses on specific
details within these statements, such as the length of the array and the vulnerable function strncat.
This approach enables the model to identify the root cause of the vulnerability, which is the copying
of a string that exceeds the buffer size.

\{fmd func() /_l char * data; ‘ strncat(data, source, st :---(source));l

char * data;

char dataBadBuffer[5@]; }\

data = dataBadBuffer;

{ data = dataBadBuffer; [&—_

char source[l@@] = “*;
source = getSource(source); / -
9 / | char source[1@@] = “*; I;\\

18. — / \

x f
11. II source j;ctSuurcc(aourcL‘];ll\_h
g ~.
12. if (strlen(source) > @) l -

- )
if (st (source) » :3}}'/ II
15. else ' ||

||
16. data[e] = “\e*; | \l 5 t(data, source, s [>u.u-z_c)}'.K—
_—/J

1.
2,
3, f
4, char dataBadBuffer[58]; l
b \
6.
7.
8.

13, strncat(data, source,

14, strlen(source)); data[e] = -\nl"l'

17. printLine(data);
18. }
19.}

Source Code Program Dependency Graph Statement Concrete Syntax Tree

Figure 1: Vulnerability function, PDG and statement CST
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Third, we analyze from the perspective of model generality. Using sequence-based detection
methods such as [12—-14] often requires the use of existing vulnerability-related knowledge to extract
code slices, the model only works on the code that contains the defined features. Moreover, although
the use of graph-based detection methods does not suffer from such a problem, their performance
on cross-language tasks is still limited, because the heterogeneity of different programming languages
poses a great difficulty in generalizing the model. PDG has abstracted the code and weakened this
heterogeneity to a certain extent, and adding CST can further reduce the impact of heterogeneity and
improve the model’s generality for cross-language detection.

Lastly, we analyze from the perspective of model performance. The design of graph representations
for code does not necessarily benefit from incorporating as much structural information as possible.
A simple combination of graphs with different meanings can potentially damage the original code
semantics, leading to a decrease in model accuracy. The existence of numerous connections in
combined graphs can introduce inappropriate information propagation paths, which can also hamper
model performance. Additionally, complex combined graph representations can significantly increase
the cost of model training. It is only through the design of appropriate graph representations that
these issues can be avoided. The aforementioned hierarchical code representation retains only the most
crucial structural information of CST and PDG pertinent to the task of vulnerability detection. This
approach not only reduces complexity but also facilitates the enhancement of model performance.

To sum up, we use statements as the hierarchical granularity and design a CP hierarchical code
representation by combining function PDG and statement CST. CP is a directed graph in which all
non-root nodes of each CST have an edge pointing to their parent node. All CST root nodes are
connected together according to the directed edges of the PDG. Fig. 2 shows the corresponding CP
hierarchical data structure of the source code, where each function is parsed as a PDG which preserves
the dependencies between statements, and each PDG node is further parsed as a statement CST which
preserves the syntax and semantics of the statements. In this process, the code is disassembled from
function granularity to statement granularity and finally to token granularity, forming a hierarchical
parsing structure. In the concrete implementation, the PDG records all edges in the form of an
adjacency matrix.

. void func()

: [] PDG node

QO cSTnode

— Control dependence

-

2

3 char * data;

4 char dataBadBuffer[5@];
5. data = dataBadBuffer;
6

7

8

{ — Data dependence

char source[18@] = "*;

. source = getSource(source);
9.
1. :>
11.

12. if (st (source) > @)
13. strncat(data, source,
14.st (source));

15 else

16. dataf[e] = “\@';

17. printLine(data);

18. }

19.}

Source Code CP structure

Figure 2: CP hierarchical data structure of the code
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3.2 TGGA Network Architecture

To make use of the hierarchical code structure, in this section, we design a hierarchical Tree-
Graph-Gated-Attention neural networks based on GRU [39] with attention [40] to learn the vector
representation of the code. Using GRU to construct the TGGA network can alleviate the long-term
dependence problem [41] caused by too large CP. Moreover, GRU actually takes much less time
than the long short-term memory network with almost the same performance [39], which can greatly
accelerate our training process. Attention mechanism is used to optimize the readout [42] of different
layers of vectors in the code, as deep learning models based on the attention mechanism are able to
extract important features related to vulnerabilities by training to identify the importance of the token
in the code. We show how they work in Fig. 3. GRU introduces two gates, the update gate z, and the
reset gate r,, to control the proportion of hidden states that will be updated and generate candidate
hidden states 4,, respectively. Eqgs. (1)—(4) show the forward propagation process of GRU, where x,
denotes the input information at the current moment, /,_, denotes the hidden state at the previous
moment, /, denotes the hidden state passed to the next moment and also denotes the output at the
current timestep, W, U and b are the trainable parameters, o and tanh are the activation functions.
The attention mechanism learns three vectors Q, K, V from the input and obtains different weights g,
for each element of the input by calculating similarity, which is used to selectively enhance the influence
of certain features. Its forward propagation process is shown in Eqs. (5)—(6). The three vectors Q, K,
and V are obtained by multiplying the input vector and different trainable weight matrices, which
represent the information used for querying and accepting the matching for adjusting weights between
the vectors, and the information of the input features, respectively.

r.=0Wx,+Uh_ +b,) (1)

z, =0 (W.x,+ Uh._, +b.) 2

h, = tanh (W,.x, + U, (r, © b)) + b) 3)

h=z,0h,+(0-z)0h )
ex - K,

a; = softmax (Q - K;) = % (5)

Attention Value = Zi a;V; (6)

Value

Lo J e J v

GRU Attention

X,

T

Figure 3: Structure of GRU and attention

We construct TGGA hierarchical network based on CP data structure, which consists of four
layers: Word Embedding (WE), Tree-Gated-Attention (TGA), Graph-Gated-Attention (GGA) and
Multi-Layer Perceptron (MLP) classifier. TGGA uses GRU for message passing between nodes in
the same code hierarchy and attention for vector readout between hierarchies. Fig. 4 illustrates the
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TGA-based statement encoder on a CST structure used to learn statement vectors. Starting from the
one-hot vectors, the statement CST is first initialized by WE to embed the vectors and then fed into
the TGA network. The middle part of the image shows the TGA network structure, which consists
of GRUs with the same tree structure as the CST, and the basic GRU forward propagation process is
shown in the gray box. The TGA neural network gets the output state of the statement CST shown
on the right side of the figure (including the vectors of all the nodes) and the hidden state of the root
node, and the final output of the statement vector is read out using the attention mechanism. More
specifically, for a statement CST k, the initial input to the network is a one-hot vector of all nodes of a
CST x =[xy, [x}, [- - .]II. Each node 7 first undergoes word embedding to get the initialized embedding
vector representation v, of the node:

v, = W.x, (7

where W, is the trainable parameter of embedding, after which information is passed to the root node
through TGA starting from leaf nodes. Each node n receives the sum of hidden states /4, of its children
nodes as the previous state h; to the GRU, and the initialization vector v, of the node serves as the
current input to the GRU. The output of the GRU serves as the hidden vector 4, of the current node
as well as the output vector. The forward propagation process of TGA is denoted as:

h, = Z h, (8)

r,=o0 (W,.vn + U,h; + b,,) )
Z, =0 (I/I/:vn + Uzh; + bz) (10)
h, = tanh (W,v, + U, (r, © h) + b,) (11)
hy=z,0h+1~z)0h, (12)

where C, denotes the set of its children, h; is the sum of the hidden states of all children of the current
node, 4, is the hidden state (i.e., the vector representation) of the current node, and h; 1s the zero vector
for leaf nodes. The TGA after forward propagation will get the hidden state 4, of the root node as well
as the output vectors of all nodes. They are read out using attention mechanism to obtain the vector
representation s, for the statement CST:

S = z_softmax(Q -K) -V, (13)
where query vector Q is set to the hidden state /4, of the root node, vector K; = /; and V; = h,.

On the PDG structure, we use the GGA network layer to encode the function vectors. The left side
of Fig. 5 shows the initial state of a PDG node. After the TGA network layer, the vector of statements
corresponding to PDG node k at this point is s; (the output vector of the CST), and these node
vectors with the adjacency matrix make up the PDG that is the input to the GGA network layer. The
middle part of Fig. 5 shows the network structure of GGA, which consists of GRUs with the same
graph structure as the PDG, and the GGA updates the state of the nodes after forward propagation
over multiple time steps, which is the same methodology used in the Gated Graph Neural Network
(GGNN) [43]. The right side of the figure shows the final state of the nodes at the output of the network
obtained after 7 time-step iterations, which is merged with the initial state and finally read out as a
graph vector representation using the self-attention mechanism.
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More specifically, for a PDG G, X is the set of its nodes, A4 is the concatenation of the adjacency
matrix with its transpose tensor, and the initial input to the GGA layer at the time stept = l is a
tensor S© = [s{"", ..., s, ]" containing all the PDG node vectors. N, is the set of neighboring nodes
of PDG node k, then the information aggregation of this node at time step ¢ = 2 comes from the sum

of the hidden states of neighboring nodes: ¢i” = 1- %, A" +0- X " = A.S. The forward
propagation of GGA is described by Eqs. (14)—(19) as follows:

ho = s, (14)
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a = AT, TT + b (15)
z) = o(W.a + Uh{™" +b.) (16)
W =o(W,a + Uh™" +b,) (17)
h" = tanh(W,al + U, © h™") + b,) (18)
W =1 -z 0™ +200h (19)

where /" = s, is the initial state of node k. At the ¢-th time step, node k receives the sum a.” of the
hidden states of its neighboring nodes as the input vector to the GRU at the current time step, and
h{~" is the state vector of node k at the previous time step, which is used as the hidden state input to
GRU. Next, the update gate z and the reset gate r are computed, and finally the state vector A’ of
the node at the ¢-th time step is obtained, and the final node vector A} is obtained after T time steps.
During training, all nodes take this way forward propagation and the vector of PDG is read out using
the neural network based self-attention mechanism shown in Eq. (20):

P; = tanh (Z/ " o(MLP,(h",s)) © tanh(MLPz(h;n,sk))) (20)

where MLP is a linear layer network used to map the dimension of concatenation of 4" and s, to
1, o and tanh are the activation functions, and o (MLP,(h}",s;)) denotes the neural network based
attention mechanism used to decide which nodes are relevant to the current graph-level task. It

ultimately yields the K-dimensional P as a representation of the PDG.

Note that the network structures composed of GRUs in different layers changes dynamically from
batch to batch, which we will discuss further in Section 3.4.4. After the TGGA network, we can get
the vector representations of all code tokens, statements, and functions, on the basis of which we can
further carry out the subsequent tasks. Here, we aim to provide function level vulnerability detection,
so the vector representation of the function, Pg, is fed into the MLP classifier or classified by a logit
obtained by summing all dimensions of the vector, and the output is the result of whether the function
contains a vulnerability.

3.3 HCRVD System Framework

As shown in Fig. 6, the HCRVD consists of five phases: Data preparation, Function PDG
extraction, Statement CST parsing, Vector transformation, TGGA Construction and Classification.

Data preparation: Extracting functions from source code, labelling whether functions contain
vulnerabilities, and normalizing them.

Function PDG extraction: A PDG is generated from each normalized function, and subgraphs
of the PDG are extracted as a means of data augmentation based on possible vulnerability-sensitive
words for that function.

Statement CST parsing: The code statements of each node extracted from the PDG are parsed into
CSTs individually and depth-first traversal is performed from each CST to extract the information of
the node, generating token sequences and statement CST tree-structure data.

Dynamic vector transformation: A dictionary is built and CP data are transformed into vectors.
Gated Recurrent Units (GRU) are used to dynamically build the network structure based on the
maximum statement CST and the maximum number of PDG nodes (or thresholds) on batch to enable
batch processing.



4586 CMC, 2024, vol.79, no.3

Extracting functions’ PDG,
retaining the statements and
the adjacency matrix

Extracting and
labeling functions

!

Normalizing
functions

Data augmentation by extract
PDG subgraphs according to
wulnerability sensitive words

Data preparation Functions’ PDG extraction

~

Building a dictionary
based on token
sequences

Parsing the
statements as CSTs

Generating token
sequence and
CP data

Transforming CP data
into one-hot vectors

based on dictionary | |

Dynamic batch of CP
vectors

Building the TGGA
network

!

Training/testing for
code classification

TGGA Construction
and Classification

Statement CST parsing Vector transformation

Figure 6: HCRVD system framework

TGGA construction and classification: Building a TGGA network and using GRUs to transfer
information in different levels according to data structures. The function representation learned by
TGGA is used for function granularity vulnerability detection.

In summary, HCRVD accepts input from code files, automates the extraction of functions
from source code, and accomplishes PDG extraction and CST parsing. It detects the presence of
vulnerabilities through trained models. The HCRVD system functions as an alternative to manual code
auditing, statically analyzing code to detect potentially vulnerable functions. In addition, HCRVD is
generalizable and can detect vulnerabilities in multiple languages without re-training the model, and
has some ability to detect vulnerabilities in unknown languages. HCRVD is also robust and scalable,
the code to be detected does not need to be complete and compilable. This system can be trained on
more languages to further extend the coverage of vulnerability detection.

3.4 HCRVD Implementation Process

3.4.1 Data Preparation

In the data preparation phase, we extract the functions from the source code and label the
functions containing vulnerabilities as 1 or else 0. In order to extract useful features from the original
code of each function, we normalize the code from different languages by lexical analysis and naming
transformation. We remove code that does not affect compilation (e.g., comments). User-defined
variable and function names are mapped to normalized names in a one-to-one manner. Strings,
characters, and floating-point numbers were lexically analyzed for specific identifiers. Integers as
well as standard library functions were left intact, as they are often associated with vulnerabilities.
Ultimately, we reduced the overall number of words contained in the code to 292 (including all the
basis keywords, operators, separators, etc.). Fig. 7 illustrates the process of normalizing a function
from its source code.
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Figure 7: Data normalization

3.4.2 Functions PDG Extraction

After normalizing the source code, we extracted the program dependency graphs of the functions
using the open-source code analysis tool Joern [44,45], which allows code analysis in multiple
languages. In order to make the learning of the model can be improved by the existing knowledge
related to vulnerabilities, we refer to the method of [12,46], which utilizes vulnerability-sensitive
keywords to extract the PDG subgraphs of functions. The so-called vulnerability-sensitive keywords
are some functions that are known to be potentially vulnerable as well as identifiers that appear
frequently in vulnerable programs. The vulnerability sensitive words are localized to their sensitive
statement nodes in the PDG, from which the reachable paths and nodes are recursively searched
forward and backward in a single direction, respectively, and the subgraphs of the PDG formed
by these nodes and paths represent the statements that are dependent on the sensitive statements.
Fig. 8 illustrates the process of extracting the subgraph from the PDG, where line 10 is defined as a
vulnerability-sensitive statement, and line 13 cannot reach line 10 nor be reached by line 10, so it is
discarded. Unlike references [12,46], considering that the function containing vulnerability-sensitive
words is only a part of all functions, if we train our model only on this part of the function, the model
will not be able to detect a large number of functions that do not contain sensitive words. Therefore,
we only use this part of the extracted subgraph as an expansion of the original PDG as a means of
data augmentation in the training phase. We extract the statements of all the nodes of the graph and
compute their adjacency matrices. This approach contributes to the model’s validity and generality.

3.4.3 Statement CST Parsing

The statements extracted from nodes of PDG form a statement set S = [sy,..., 5], and each
statement is parsed into a concrete syntax tree using the cross-language open-source code parsing tool
Tree-sitter [47], respectively. As shown in Fig. 9, the statement set of a PDG is parsed to generate a
set of statement CSTs, after which a depth-first traversal is performed for each CST starting from
the root node, recording the code identifiers of the leaf nodes and the statement types of the non-leaf
nodes, and generating a set of token sequences as well as a tree structure data for the statement CSTs.
The sequence information corresponding to each statement contains the original code as well as the
statement type information of the CST node, the token sequence data will be used to construct the
dictionary, and the set of statement CST data from the same PDG together with the adjacency matrix
of that PDG form the CP data.
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3.4.4 Dynamic Vector Transformation

The next step is to build a dictionary based on the token sequence, the nodes of the statement CST
are transformed into one-hot vectors using that, and the obtained CP one-hot vectors are the initial
inputs to the TGGA network. There exists the problem of inconsistent length of the vectors, resulting
in the inability of batch processing, which will lead to an increase in the training cost of the neural
network. The reason for the inconsistent dimension of the CP vectors is that the number of children
of each node in these CSTs is different, and the number of nodes in different PDGs is also different.
It is necessary to fix the number of CST nodes and PDG nodes in a batch before concatenating the
vectors for batch processing. A simple method [25] is to statistically analyze the data before starting
training to obtain the cumulative distribution function of nodes in each layer. We adjust the threshold
of retained nodes to truncate or pad vectors to a consistent dimension. The performance of the model
using this approach is affected by the threshold.
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Here, we use a dynamic batch approach to dynamically adjust the vector dimensions in each batch
of training. Different tuning strategies are used at different layers in a batch. At the CST layer, since
there will be no statements that exceed the expected length, no truncation is performed and the method
of dynamically generating the maximum statement CST is used for padding. As shown in Fig. 10, for
all Z,B |XK,;| CSTs in a batch (batchsize is B), the nodes of CST with the same location are stacked
together, and the union of the node locations of all the CSTs is obtained to construct the maximal
statement CST on this batch. All data in the same batch are padded according to it. The maximum
statement CST is dynamically generated during the forward propagation of depth-first traversal of
the CST for this batch. At the PDG layer, the vectors of the same CST are reintegrated and padded
according to the maximum number of nodes in that batch of PDGs, but the padded nodes are not
connected to the original PDG (degree 0). Due to the large variation in the size of the function, PDGs
with a high number of nodes may appear, so we set a global truncation threshold M = 200, and let
the number of nodes in a PDG be K. The number of nodes in the batch of PDGs with K<M will
all be padded to min(max(K;), M), and the PDGs with K>M will compute node degree based on
the adjacency matrix, and the nodes with a low degree will be truncated first. The vector dimension
transformation in batch processing of a network is intended to speed up the training.

/B/r Q
[l CP One-hot Vector 1 OOO.QOOO

Maximum Statement CST on batch

Figure 10: Maximum statement CST on batch

3.4.5 TGGA Construction and Classification

The TGGA structure have been described in Section 3.2 and we will not repeat it. It is worth
noting that the GRUs used by different layers are not the same, and the network structure composed
of GRUs in different batches changes dynamically as mentioned in Section 3.4.4. We show in Fig. 11
the process of CP data input into the TGGA network for classification. At the CST layer, the statement
CSTs passing through the WE and TGA layers of the network will yield the statement representation
vectors that correspond to the nodes in the PDG, which are connected according to the adjacency
matrix to form the function PDG. At the PDG layer, the representation vector of the function PDG
can be obtained after the GGA layer network. The GGA iteration has a time step of 4. The statement
or function representation vectors can be used depending on the specific task. Our task is to provide
function-level vulnerability detection, so classification can be performed using function representation
vectors passing through a classification layer. After the model is trained in the training phase, the
prediction phase still requires CP data to be extracted from the source code in order to achieve
vulnerability detection. It is worth noting that TGGA can extract PDG vectors for classification as
well as vectors of node statements for node prediction, thus using more finely labeled datasets can
result in more fine-grained vulnerability detection capabilities.
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4 Results
4.1 Research Questions and Experiment Designs

In order to evaluate the validity, generality, and practicality of the HCRVD system and the
hierarchical code representation learning method for vulnerability detection tasks, we need to answer
the following Research Questions:

e RQ1: How effective is the HCRVD in vulnerability detection? Is it better compared to other
models?

e RQ2: Does hierarchical code representation learning make HCRVD more effective? How much
better?

e RQ3: Does HCRVD have the ability to detect vulnerabilities across languages? How generaliz-
able is it?

e RQ4: Does HCRVD have the ability to detect vulnerabilities on unknown programming
languages?

e RQ5: Does HCRVD work in real projects? How practical is it?

To this end, we designed the following experiments:

Validity testing experiment: Test the validity of HCRVD against other vulnerability detection
models on a dataset of source code for a single programming language, compare and analyze the
differences between the models on each metric.

Hierarchical code representation learning method ablation study: The validity of HCRVD is tested
against other code representation methods on a source code dataset of a single language to compare
and analyze the differences between the various representation methods on each metric.

Cross-language vulnerability detection experiment: Test the generality of HCRVD system on
C/C++ & Java cross-language source code datasets. Analyze the validity and generality of HCRVD
for cross-language vulnerability detection in comparison with baseline.

Unknown programming language vulnerability detection experiment: Train the model on the
C/C++ dataset and verify that the model can detect vulnerabilities on the Java dataset, analyze the
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vulnerability detection performance and generality of HCRVD in unknown languages in comparison
with baseline.

Practicality testing experiment: Verify the detection effect of the model in real projects with
different languages and analyze the practicality of HCRVD in comparison with baseline.

4.2 Datasets and Experimental Configuration

4.2.1 Datasets

We collected vulnerability datasets from SARD, which is a program maintained by the National
Institute of Standards and Technology, and NVD, which collects vulnerabilities from real-world
software. They both contain a large number of vulnerability functions and non-vulnerability functions.
By removing a small number of functions that contain only references to other functions (they are not
inherently vulnerable), we constructed a C/C++ language dataset and a Java language dataset. The
C/C++ language dataset has a total of 33,360 functions from SARD and NVD, including 12,303
vulnerability functions and 21,057 normal functions. The Java language dataset contains a total of
31,362 functions, including 15,608 vulnerability functions and 15,754 normal ones.

We label the extracted data to generate the initial label. Specifically, if the function name contains
“bad” then it means that the function contains a known vulnerability and is labeled as 1, or else 0. We
conducted our experiments using 5-fold cross-validation, where the dataset was divided into 5 parts,
each part is divided into training, validation and test set with a ratio of 4:1:1.

4.2.2 Configuration

The hardware for our experiments included a server with an 8-core 3.60 GHz Intel(R) Core(TM)
17-7820X CPU and a TITAN RTX GPU. The server has 16 GB RAM and 24 GB VRAM.

The software environment for the experiments consisted of Pytorch-1.8.1, Joern-2.0.92 and Tree-
sitter-0.20.1 running on Ubuntu 18.04.

Hyper-parameter configurations: We use Adam optimizer with a learning rate of 1e-3 and a weight
decay of 1e-8. Batchsize is 64 and epoch is 50, and the training takes about 540 s per epoch.

4.2.3 Evaluation Metrics

We use three metrics including False Positive Rate (FPR), False Negative Rate (FNR) and
Accuracy (Acc) commonly used in this field as shown in from Eqs. (21) to (23) to quantify the detection
capability of HCRVD. Where True Positive (TP) reports the number of functions correctly classified as
vulnerable, and False Positive (FP) reports the number of functions incorrectly classified as vulnerable.
True Negative (TN) reports the number of functions correctly detected as non-vulnerable, and False
Negative (FN) reports the number of functions incorrectly detected as non-vulnerable. Then FPR,
FNR and Acc are calculated using them. FPR denotes the proportion of non-vulnerable functions
misclassified as vulnerable, FNR denotes the proportion of vulnerable functions misclassified as non-
vulnerable, and Acc denotes the proportion of correctly classified samples to all samples. They are
important metrics for quantifying vulnerability detection systems. Higher Acc, lower FPR and FNR
mean better detection performance of the system.

FP

FPR= ——
FP+ TN

(e2y)
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FN
FNR= ——— (22)
TP+ FN
TP+ TN
Acc = + (23)
TP+ FN+FP+ TN

4.3 Experimental Results and Analysis

4.3.1 Results and Analysis of Validity Testing Experiment

For the RQ1, we first test our model on the C/C++ dataset, and we compare HCRVD with five
other vulnerability detection methods as shown in Fig. 12, including TokenCNN [9], VulDeePecker
[12], SySeVR [14], Devign [15], and VulCNN [25]. We choose these methods as baselines for com-
parison with HCRVD because they have similar detection granularity among all code representation
learning open-source methods. And each of them is the most representative method in different code
representations.
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Figure 12: Comparison of false positives rate, false negative rate, and accuracy of TokenCNN,
VulDeePecker, SySeVR, Devign, VulCNN, and HCRVD on C/C++ test dataset

These vulnerability detection models represent the detection capabilities under different code rep-
resentation methods. TokenCNN classifies code by converting it into tokens encoded into fixed-length
vector for TextCNN. It does not take advantage of the structure of the code that is rich in syntax and
semantic information, and thus has the worst detection performance. VulDeePecker uses sequence-
based code representation to slice the code into code gadgets based on the vulnerability information,
the code gadgets are converted into token encoded as vectors to be input into bidirectional RNN for
classification and detection. This approach further extracts vulnerability features using the original
vulnerability-related information of the code (API, etc.) and the structural information of the code
(data flow, etc.) before encoding, so it is better than TextCNN. SySeVR is a further optimized version
of VulDeePecker, which takes into account the data and control dependency to obtain slices, and
therefore improves the classification performance. Devign represents a class of representations that
directly use the code structure to construct neural network structures. Devign expands the edges related
to the program structure to form a graph based on an AST, which is fed into the GNN for detection.
But it has the drawback that the code features are flattened and all code structures are treated as the
same connection. And the nodes of the graph take the nodes of the AST as the smallest granularity,
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but the smallest granularity that carries the semantics is the statement. Even so, it is still able to extract
more features relative to the sequence representation method, so it outperforms the sequence-based
representation detection method in terms of classification performance. VuICNN encodes the codes
as images for classification. Its core feature is the utilization of the degree-weighted node vectors of
the PDG to generate multi-channel data. It uses a graph-based code representation, which is still
essentially the utilization of PDG, and its detection ability is second only to HCRVD, with an accuracy
of 86.381%, a FPR of 14.45%, and a FNR of 13.345%.

Our system HCRVD based on CP hierarchical code representation takes statements as the basic
semantic nodes, and for the information above the granularity of statements, PDG is utilized to extract
more effective structural information, while CST is used for the hierarchy below the statements, which
not only preserves the lexical information of the code text itself, but also abstracts a lot of code syntax
information of the code. Therefore, HCRVD achieves 90.19% in terms of validity, which is at least
3.81% higher than the existing methods; the FPR is 9.792%, and the FNR is 10.809%, which are all
significantly reduced compared to other detection methods.

Therefore, for RQ1, we can get:

Insightl: HCRVD system has excellent validity in vulnerability detection. Compared to other
methods, there is a significant improvement of at least 3.81% in accuracy, and FPR and FNR of
detection are decreased by at least 4.173% and 2.536%. in the same monolingual dataset.

4.3.2 Results and Analysis of Hierarchical Code Representation Learning Method Ablation Study

HCRVD excels in validity, but it remains uncertain whether this stems from the fact that the
features extracted by the hierarchical code representation learning approach are more effective. We
performed different ablation experiments for the code hierarchical representation learning approach,
and in Table 2, we show the performance of the model using different combinations of code representa-
tions and neural networks for vulnerability detection. We set up these experiments to explore whether
the proposed CP data structure (compared to CST, PDG, Code Property Graph (CPQG)), and TGGA
network (compared to Bidirectional GRU (BGRU), GGNN, and Tree-GRU) are the key factors for
the model performance improvement. The tests also use the same C/C++ dataset as in Section 4.3.1.

Table 2: Performance of models based on different code representation learning methods

Code representation learning method FPR (%) FNR (%)  Acc (%)
CST with BGRU 16.186 15.986 84.016
PDG with BGRU 14.971 15.764 84.381
PDG with GGNN 14.307 14.196 85.504
CST with Tree-GRU 14.161 13.709 85.891
CPG with GGNN 15.884 13.040 86.853
CP with Tree-Graph-GRU 11.296 11.259 88.741
Our HCRVD (CP with TGGA) 9.792 10.809 90.191

Among them, CP with TGGA is the code representation and neural network used in HCRVD,
and CP with Tree-Graph-GRU does not use attention readout between layers. The performance of the
model is degraded compared to HCRVD, which demonstrates the effect of using attention.
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PDG with GGNN is a model that uses only the PDG structure to extract the graph data and
encodes the node statements as vectors using the sent2vec model, and then inputs it into GGNN for
classification and detection. CST with Tree-GRU is a model that encodes the whole code as a CST, and
each node adopts word2vec to encode the identifications as vectors, which are input into Tree-GRU for
classification and detection. They have similar detection performance, but are worse compared to CP
with Tree-Graph-GRU. In addition, we further explore the use of CPG representation for detection.
CPG contains the edges of CFG, AST and PDG, which has more information, and thus CPG with
GGNN achieves better performance than the previous two. However, it is not the case that the more
edges included are more helpful for the improvement of the model detection capability because they
may not be suitable for the vulnerability although they represent the code abstract structure. These
edges may provide connection information outside the propagation path of the vulnerability, affecting
the information transmission of model nodes. So CPG with GGNN has worse detection performance
compared to CP with Tree-Graph-GRU. These results suggest that the code representation affects the
effectiveness of vulnerability detection, and that CP hierarchical code representation can improve the
performance of the system.

PDG with BGRU is a model that extracts graph structural information based on PDG and
encodes nodes with sent2vec for classification detection using BGRU. Compared to the model using
GGNN, this model directly inputs the vectors of each node into the BGRU network without building
the network based on the representation structure of the code, losing the network’s ability to learn the
structural information, and decreasing the model detection ability. A similar situation occurs for CST
with BGRU relative to CST with Tree-GRU. This suggests that constructing neural networks having
the same structural features as the code representation helps the network to learn the semantics of the
code structure and improves the detection, and Tree-Graph-GRU is able to effectively learn the code
representation of the CP structure.

Therefore, for RQ2, we can get:

Insight2: The hierarchical code representation learning method makes HRCVD more effective. CP
structure can extract more code syntax and semantic information, Tree-Graph-GRU can effectively
learn the data of this structure, and the attention mechanism can further improve the connection
between layers to enhance the system performance. Using the hierarchical code representation learning
method improves the accuracy by at most 6.175% than a single feature.

4.3.3 Results and Analysis of Cross-Language Vulnerability Detection

Previous vulnerability detection systems often performed well in single language, but performance
dropped when applied to multiple languages and required additional effort. The reason is that, first,
in the extraction of code abstraction data, different tools are often required for different program-
ming languages, which means repeated and tedious work. Second, different programming languages
produce different tokens, which makes cross-language feature extraction difficult. Furthermore, the
features of different programming languages differ, and their input and target distributions are also
different, leading to the fact that it may be difficult for neural networks to learn common features.

To address these issues, first, our HCRVD normalizes all code data, removing as much informa-
tion as possible that is irrelevant to program semantics, and avoiding models that associate vulnerabil-
ities with particular patterns. Second, using the same code analysis tool to perform PDG extraction
and AST generation for datasets in different languages separately normalizes the distribution of the
dataset. Third, HCRVD encodes code through CP structure, which introduces syntactic structure
information (non-leaf nodes) in the lowest level CST structure and adds numerous tokens, thus
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reducing the proportion of cross-code differentiated feature identifiers, and the dictionary difference
between different languages only lies in the standard library functions. The upper level PDG structure
extracts the code abstractions common to all programming languages, which somewhat weaken the
heterogeneity of languages. Finally, the use of the TGGA network for training also to a certain extent
shielded the cross-language differentiated features in the leaf nodes at the bottom of the network
structure.

Using the HCRVD system identical to Section 4.3.1, we train and test on the full C/C++ & Java
dataset to test the generality of HCRVD for cross-language vulnerability tasks. To make the results
more concise, we only select VulCNN as the baseline for this experiment since it is the most effective
among all baseline methods in Section 4.3.1. Another reason is that the PDG code representation
based on sent2vec and graph centrality used by VulCNN allows the extraction of common features
in cross-language codes, which makes it more effective in cross-language testing than other methods.
The results in Table 3 show that the trained HCRVD can effectively detect vulnerabilities on both
languages at the same time, and can achieve 88.417% accuracy on the C/C++ dataset, which is only
1.774% lower than the accuracy on a single dataset. On the Java dataset, it can achieve 94.187%
accuracy. Thus HCRVD is shown to have cross-language vulnerability detection capability. While the
trained VulCNN performs far worse than HCRVD on both datasets, and its detection performance
on the C/C++ dataset shows a significant decline, with a 7.736% decrease in classification accuracy,
an 11.925% increase in FPR, and a 7.99% increase in FNR. This suggests that VulCNN has difficulty
in learning vulnerability features from different programming languages, and the heterogeneity of the
languages has an impact on the performance of the model. Comparing HCRVD with baseline, it can be
further concluded that HCRVD has excellent generality in cross-language code vulnerability detection
tasks. The CP hierarchical code representation adopted by HCRVD can better represent the general
features of the code, and the extracted code vulnerability features combined with the TGGA network
are more universal, which can shield the heterogeneity of different programming languages to a certain
extent.

Table 3: Model performance in cross-language vulnerability detection

Model FPR (%) FNR (%) Acc (%)
Baseline tests on C/C++ 26.375 21.355 78.645
Baseline tests on Java 17.630 17.632 82.368
Trained HCRVD tests on C/C++ 11.109 11.583 88.417
Trained HCRVD tests on Java 7.012 5.813 94.187

Therefore, for RQ3, we can get:

Insight3: The trained HCRVD system have the ability to detect vulnerabilities across languages,
and the detection performance is only decreased by 1.774% compared to that on a single language
dataset. HCRVD is 9.772% and 11.819% better than baseline in cross-language vulnerability detection
in C/C++ & Java datasets, respectively,. HCRVD can weaken the heterogeneity of language through
CP hierarchical code representation and TGGA network, and has better generality in cross-language
vulnerability detection.
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4.3.4 Results and Analysis of Unknown Programming Language Vulnerability Detection

In general, it is not possible to detect whether code contains vulnerabilities on unknown program-
ming languages. The so-called unknown programming languages are languages other than that used
in the training set. In other words, data from unknown languages are not involved in composing the
training set at all, and they are completely unfamiliar to the model before participating in detection.
First, because the model lacks a dictionary on that language, this results in much of the valid
information being encoded as <UNK> tokens. Second, the feature extraction way learned by the
model on one language may not be applicable to another programming language, which makes the
model’s effect greatly reduced or even ineffective.

Given HCRVD’s strong detection capabilities on cross-language datasets, we wanted to test
whether a HCRVD system trained on one language could work on another never-before-seen language
without transfer learning. This can only be done if the model truly learns the logical structure
associated with the triggering of vulnerability. Such an idea comes from the fact that, first, HCRVD
normalizes the code and extracts CP data using unified tools, which allows codes in different languages
to produce dictionary with many shared tokens. For example, the number of tokens shared in the
dictionaries of the C/C++ and Java datasets reached 93, which means even with an unknown language,
the HCRVD still retains a great portion of the code text information. Second, the CP hierarchical code
representation generates a highly unified data structure, and the TGGA network not only benefits from
the lexical information provided by the token of the code, but also benefits from this CP hierarchical
structure. This abstract feature common to all code ensures the consistency of the extracted code
features on the unknown language, and the model has the potential to detect vulnerabilities on code
in unknown languages. These features of HCRVD solve the two major problems mentioned above.
To validate our idea, we use the HCRVD system trained on the C/C++ dataset, without migration
learning and completely unknown to the Java data, to detect vulnerabilities on the Java dataset. We use
the same HCRVD as mentioned in Section 4.3.1 for testing on the Java full dataset, which is encoded
using the dictionary on C/C++.

The results in Table 4 shows that even though the Java dataset has never been seen before,
HCRVD still achieves a test accuracy of 88.964% on the full Java dataset. This demonstrates the strong
generality of HCRVD. Consistent with our idea, although the unknown language Java part of the code
is encoded as a vector corresponding to <UNK?>, there is still most of the structural information
preserved, including the semantic information of the statements extracted by CST. HCRVD can use
not only the code text information but also the structured information of the code when detecting
vulnerabilities, so even if a part of the text information is lost, HCRVD is still able to obtain the
characteristic paradigm of the vulnerability from the unified structured information and detect the
vulnerability effectively. Like the previous section, we only select VulCNN, which is the most effective
method of all the baselines in Section 4.3.1 and uses a more generalized code representation than
other baselines, as the baseline method for this experiment to make the results more concise. VuICNN
is trained on the C/C++ dataset and tested on the Java dataset. The test results show that VulCNN
is almost impossible to detect vulnerabilities without training on the Java dataset. The accuracy of
the experiment is only slightly better than that of the random (50%) and the FPR is more than 50%.
Such a model is unusable. Thus, we see that HCRVD enables vulnerability detection on unknown
programming languages, which far exceeds baseline’s near-random detection performance.
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Table 4: Model performance in unknown programming language vulnerability detection

Model FPR (%) FNR (%) Acc (%)
Baseline train on C/C++ and test on Java 67.042 41.331 54.189
HCRVD train on C/C++ and test on Java 9.138 11.036 88.964

Therefore, for RQ4, we can get:

Insightd: HCRVD is able to detect vulnerabilities in an unknown programming language to a
certain extent without having seen the language, and the accuracy exceeds the baseline by 34.775%.
HCRVD is effective and has strong generality.

4.3.5 Results and Analysis of Practicality Testing Experiment

To validate the practicality of HCRVD in detecting vulnerabilities in real-world software, we
applied HCRVD to real open-source projects, Libav and Novel-plus. We chose these two projects
as examples because they are open-source software written in C and Java respectively and they are
reported to have vulnerabilities. Table 5 lists the major programming languages, versions, and number
of function-level vulnerabilities for each project. We use the HCRVD trained in Section 4.3.3 to detect
vulnerabilities in them, and still use the best performing VulCNN from Section 4.3.1 as the baseline
for this experiment to make the results more concise. In order to test whether the model can truly
understand the vulnerability pattern, we use the five model weights obtained from training in five-fold
cross-validation to perform the tests separately, and only keep the results that are the same in five tests,
and the other cases are labeled as undetermined, which can eliminate the chance of the test results.

Table 5: Open-source project validation dataset

Project Language Version #vuln.
Libav C v12.3 12
Novel-plus Java v3.6.2, v3.6.1 5

We extracted CP data from their source code, collected all the reported vulnerability warnings,
and manually analyzed these warnings. Table 6 summarizes the vulnerabilities that were successfully
identified for each project, where “v"” denotes a successfully detected vulnerability, “x” denotes a
function identified as non-vulnerable, and “()” denotes an undetermined detection results. Each
vulnerability corresponds to a Common Vulnerabilities and Exposures Identifier (CVE ID). The
results showed that HCRVD detected 14 out of 17 vulnerabilities in two open-source projects written
in different languages, while 1 out of the other 3 vulnerabilities was incorrectly identified as a
non-vulnerable function, and 2 were flagged as undetermined due to different results of multiple
identifications. In addition, HCRVD has identified 2 vulnerabilities in other versions of Novel-plus
that have been reported in previous versions but remain unpatched. In contrast, baseline VulCNN
detected only 6 vulnerabilities in Libav and 2 vulnerabilities in Novel-plus, with a total of 6 vulnerable
functions labeled as undetermined, while other vulnerabilities were not detected. Such results show that
HCRVD can function in real-world open-source projects and has more practicality in cross-language
tasks without the need for repetitive and cumbersome system migrations.
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Table 6: Vulnerabilities identified in open-source projects using different models

CVEID VulCNN HCRVD CVEID VulCNN HCRVD
CVE-2018-6621 v v CVE-2020-18775 v v
CVE-2018-11102 X X CVE-2020-18776 v v
CVE-2018-18828 O v CVE-2020-18778 v O
CVE-2018-18829 O v

CVE-2018-19128 v v CVE-2021-30048 v v
CVE-2018-19130 v v CVE-2021-42967 O v
CVE-2019-9720 X v CVE-2022-35121 v v
CVE-2019-14442 O v CVE-2023-1594 X O
CVE-2019-14443 O v CVE-2023-1606 O v

Therefore, for RQS, we can get:

Insight5: HCRVD can be used in real projects in different languages with practicality, and it has
more effective detection ability in real-world cross-language vulnerability detection tasks.

5 Discussion

In summary, the model proposed in this paper can improve detection performance to a certain
extent in the task of source code vulnerability detection, and demonstrates significant advantages and
immense potential in the field of cross-language vulnerability detection.

However, this paper also has certain limitations. HCRVD currently only provides functional-level
source code vulnerability detection, and manual analysis is still required to find more fine-grained
vulnerability locations. Although hierarchical code representation learning method has the potential
to detect vulnerabilities at a finer granularity, further efforts are needed to reach this point.

Therefore, our future work will focus on further refining the detection granularity of HCRVD
to the statement or even token level. In addition, considering the effectiveness of hierarchical code
representation learning method, it is also a promising direction to apply it to other code-related tasks.

6 Conclusion

In this paper, we propose a new CP hierarchical code representation which an reflect the structure
and characteristics of source code more comprehensively. Additionally, we develop a novel TGGA
neural network to learn vulnerability patterns from the CP representation. We further design the cross-
language source code vulnerability detection system HCRVD. This system converts source code into
the CP representation and feeds it into the TGGA neural network. The trained model is then utilized
to detect vulnerabilities. Extensive experiments demonstrate the validity, generality and practicality of
HCRVD in cross-language vulnerability detection.
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