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ABSTRACT

In recent years, semantic segmentation on 3D point cloud data has attracted much attention. Unlike 2D images
where pixels distribute regularly in the image domain, 3D point clouds in non-Euclidean space are irregular
and inherently sparse. Therefore, it is very difficult to extract long-range contexts and effectively aggregate local
features for semantic segmentation in 3D point cloud space. Most current methods either focus on local feature
aggregation or long-range context dependency, but fail to directly establish a global-local feature extractor to
complete the point cloud semantic segmentation tasks. In this paper, we propose a Transformer-based stratified
graph convolutional network (SGT-Net), which enlarges the effective receptive field and builds direct long-range
dependency. Specifically, we first propose a novel dense-sparse sampling strategy that provides dense local vertices
and sparse long-distance vertices for subsequent graph convolutional network (GCN). Secondly, we propose
a multi-key self-attention mechanism based on the Transformer to further weight augmentation for crucial
neighboring relationships and enlarge the effective receptive field. In addition, to further improve the efficiency
of the network, we propose a similarity measurement module to determine whether the neighborhood near the
center point is effective. We demonstrate the validity and superiority of our method on the S3DIS and ShapeNet
datasets. Through ablation experiments and segmentation visualization, we verify that the SGT model can improve
the performance of the point cloud semantic segmentation.
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1 Introduction

Semantic segmentation on point cloud becomes a research hotspot in 3D vision, which is applied
to various applications such as virtual reality [1], robot visual grabbing [2], and automatic driving
[3]. Point cloud data with the advantages of depth information, able to accurately capture the spatial
features. However, unlike 2D images, 3D point cloud data have congenital disadvantages such as
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irregular arrangement, uneven density, and sparsity in continuous space. They are usually represented
by voxel, mesh, or point-based features. But voxel, mesh representations commonly have insufficient
resolution, high memory cost, and are not directly related to 3D sensor output. Therefore, it is
necessary to explore an advanced method to directly process point cloud data.

Previously, 3D semantic segmentation [4—8] based on deep learning makes abundant achieve-
ments, which can be classified into voxel based methods [9,10] and point based methods [4,5]. The voxel
based methods project point clouds onto regular grids and convert them into voxels. Subsequently, the
data is processed using variants of convolutional neural networks (CNN). However, the large amount
of data preprocessing and high memory footprint limit the development of voxel-based methods. To
process irregular, sparse, and unstructured data, like 3D point clouds, most studies shift the focus of
point cloud processing to point-based methods. PointNet [4] is a pioneering deep learning framework
for point cloud processing. Due to its global max pooling operation, local features are ignored. To
better consider local information, some researchers have achieved promising results in many tasks
such as image recognition [ 1-13] and semantic segmentation by aggregating local features. However,
most of them utilize convolution operations to aggregate local features of point clouds, but ignore the
establishment of long-range dependencies.

Along other lines of research, GCN utilizes points as vertices and the relationship between points
as edges to construct graphs representing non-Euclidean data. Furthermore, GCN can be applied
to enhance connections between nodes within features. However, only limited attempts [14—18] apply
GCN to 3D point clouds. Motivated by the above works, we develop an efficient feature extractor
based on GCN and K Nearest Neighbors (KNN) to capture long-range contexts and neighborhood
information. Firstly, the 3D space is parted into non-overlapping cubic windows. Then a dense-
sparse sampling strategy is proposed, instead, each vertex only selects the points in the neighborhood
after the KNN search, we also sample the distant points as vertices. In this way, each vertex has
both neighborhood points and long-range points, which effectively establish long-range context
dependency and achieve a significantly enlarged receptive field. In addition, to select whether the
neighborhood points searched by KNN around the current center vertex are valid, we propose a
similarity measurement module to filter out noise points that may belong to different classes. This
can not only improve the precision of network segmentation but also greatly improve the efficiency of
the network.

On the other hand, the application of Transformer [19] in point cloud [8,20-22] has received more
and more attention in recent years, which can harvest long-range context information by self-attention
mechanism. “Vector self-attention” and “subtraction relation” are proposed by Point Transformer [20]
for classification and dense prediction of point clouds. Offset-attention with normalization refinement
and implicit Laplace operator is proposed by Point Cloud Transformer [&] to aggregate local features.
SGT-GCN [23] utilizes a GCN and self-attention to enhance semantic representations by aggregating
neighborhood information and focusing on vital relationships. Inspired by the above works, further to
emphasize meaningful relationships among the center points, neighborhood points, and distant points,
we propose a stratified self-attention mechanism based on Transformer. We utilize the dense-sparse
sampling strategy mentioned above to make each “query” have both a dense “Key” at a close distance
and a sparse “Key” at a long distance. In this way, the proposed self-attention mechanism redistributes
the weight of the relationship between features to further enhance the most vital connections.

The advantages of our proposed SGT module are verified by extensive experiments. However,
it is notable that the irregular point distribution and density diversity in the point cloud bring great
challenges to the design of 3D GCN. Inspired by 2D CNN Maxpooling operation, graph maximum
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pool operation is utilized in the SGT module to deal with point cloud features at different scales. As
a result, our method can efficiently extract the structure information of irregular 3D point clouds
with any shape and size. Moreover, we aim to deem each vertex as a 3D kernel whose shape and
weight can be learned during the training phase, which is conducive to faster convergence and stronger
performance. The main contributions of our works can be summarized as follows:

1. We propose a novel Transformer-based stratified graph convolutional network for semantic
segmentation on the point cloud, enlarging the effective receptive field and building direct
long-range dependency.

2. The dense-sparse sampling strategy with similarity measurement is proposed to ensure that the
neighbor points searched by KNN are similar to the central points and improve the network
efficiency.

3. To further identify the most important connections, we develop a multi-key self-attention
mechanism to redistribute the weight of the relationship among the center point, neighborhood
points, and distant points.

2 Related Work
2.1 Point Based Semantic Segmentation Methods

Due to the irregularity of the point cloud, it was difficult to describe its spatial shape. Therefore,
it was impossible to perform the convolution operation on the point cloud like 2D CNN to extract
its features. Some previous works proposed various point-based methods to learn high- dimensional
semantic features. PointNet [4] and its variant PointNet++ [5] solved the disorder and permutation
invariance of point clouds by symmetric function (Maxpooling) and multi-layer perceptron (MLP),
which became the first point-based deep learning method for point cloud analysis. Although many
methods [0,17] outperformed PointNet and pointNet++ in terms of performance, most networks
were based on this architecture. A positional adaptive convolution (PAConv) [24] was proposed with
dynamic kernel assembly, whose convolution kernel was assembled from multiple elementary weight
matrices, and the weight matrix coefficients were obtained by adaptive learning to better handle
irregular and disordered point clouds. Thomas et al. [16] tried to use discrete kernel points to mimic a
continuous convolution kernel. Both of the above studies used 3D convolutional kernels to extract
features from point clouds, different from both, SGT took the hierarchical graph convolutional
network as the main model. References [25-27] decoded the encoded point cloud into two parallel
semantic and instance segmentation channels, which jointed semantic and instance features to improve
the segmentation performance of the two tasks. RandLA-Net [28] was proposed using a random
sampling strategy, which was suitable for large-scale outdoor point cloud processing. But this will
lose key point information, resulting in low accuracy of boundary segmentation. In this paper, we
proposed a dense-sparse sampling strategy with similarity measurement to reduce the negative impact
of random sampling at a low computational cost. DCNet [29] built a novel feature aggregation method
to relieve the key feature loss issue. However, most methods focused on aggregating local features or
developing global features, failed to directly capture long-range context information and enlarge the
effective receptive field. It has been demonstrated to be effective in capturing contexts from a long
distance. In addition, some methods required more complex 3D convolution operations, resulting in
a large amount of memory and computation, which was not available on mobile devices.
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2.2 Graph Convolutional Networks

Graph convolution network (GCN) was a deep learning model based on graph structure, which
was mainly applicable to unstructured non-Euclidean data [30]. GCN could learn and aggregate node
characteristics, and weighted aggregation was used to complete the prediction task. Point cloud, as
a representative of non-Euclidean data, its structure was very suitable for the GCN model. Recently,
GCN became more and more popular in 2D image understanding [31], which utilized convolution
neural network commonly used in images to solve the problem of non-Euclidean data. Due to the
continuous growth of the computing power of graphics processing unit (GPU), GCN was applied
to the field of 3D vision. DGCNN [17] utilized a new neural network module EdgeConv to deal
with the classification and segmentation of 3D point clouds, which became the first method to apply
GCN to point clouds. Because DGCNN is large, a linked dynamic graph CNN (LDGCNN) [32]
was proposed to remove the transformation network. LDGCNN applied KNN and shared MLP
to extract local features in the central point and its neighbors. Shortcuts were added between the
different layers to link the hierarchical features to calculate useful edge vectors. VA-DGCNN [33
proposed a novel, feature-preserving vicinity abstraction (VA) layer for the EdgeConv module. Unlike
the original DGCNN, local information is aggregated before further processing, rather than processed
one point at a time with neighbors. These methods are improvements on the original DGCNN to
achieve better results. But unlike us, we utilize GCN and multi-key self-attention to enhance semantic
representation by aggregating neighborhood information and focusing on important relationships.
GAPointNet [34] proposed a novel neural network for point cloud analysis, which was able to learn
local geometric representations by embedding graph attention mechanism within stacked MLP layers.
Lin et al. [18] proposed a 3D graph convolution network, which learned 3D kernels with graph max-
pooling mechanisms for extracting geometric features from point cloud data across different scales.
Kim et al. [35] developed a low-power graph convolutional network for mobile devices, which greatly
reduced memory and computation. Our model and the above methods [18,35] are both lightweight
segmentation networks based on GCN. However, we did not use random sampling to reduce the size
of the model. The above attempts only used the traditional KNN search algorithm to form local
neighborhoods to aggregate local features, which was still difficult to build long-range dependency.
To address this, Song et al. [36] proposed a global affinity adaptation module to adapt global priors to
the sample via a graph convolutional network built over different categories. Different from the above
works, we developed an efficient feature extractor based on GCN and KNN to enlarge the effective
receptive field and building direct long-range dependency.

2.3 Transformer for Vision

The Transformer network was applied to the field of computer vision originally by Vision in
Transformer (VIT) [37], which used patch embedding and Transformer to extract encoder features
for image classification. However, the features extracted by VIT were relatively rough and could not
complete the detailed tasks. Subsequently, there were several other methods based on Transformer,
such as object detection [38], image recognition [13], and image super resolution [39] for 2D image
analysis. Most of them applied local and global attention, through convolution, MLP, or linear layer
to establish long-range dependencies.

Due to the brilliant success of Transformer in the field of 2D images, which were attracted more
attention in 3D point cloud. Point Transformer [20] successfully introduced Transformer into the
field of point cloud processing. Guo et al. [8] developed a neighbor embedding mechanism achieved
by EdgeConv. A BERT-style pre-training strategy for 3D global Transformer [21] was proposed,
which generalized the concept of BERT to 3D point cloud processing. Unlike the above methods,
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we proposed a multi-key self-attention mechanism to obtain two different scales of attention maps,
which achieved a significantly enlarged effective receptive field.

3 Method

In this section, we introduce the framework of SGT shown in Fig. I, which contains stratified
sample module, graph convolutional module, and Transformer block. The SGT captures long-range
context information and enlarges the effective receptive field. In addition, the weight of the relationship
among the center point, neighborhood points, and distant points is redistributed by self-attention
mechanism. It aims to solve the semantic segmentation problem of complex point cloud environment
and reduce the memory occupation of the network.

Input Point Cloud

Stratified Sample Module Graph Convolutional Module

Similarity

Coav
=1

@: Matrix Multiplication ©: Concatenates tensors along one dimension : Element-wise addition

Self Attention Module
(SA)

Transformer Block

Figure 1: The framework of the proposed 3D semantic segmentation method. The center point (black),
dense points in close range (pink), and sparse points in long range (green). The solid points in the third
cube are sampling points, while the hollow points are not. The distant edges are established by the GCN
module (pink lines), and the near edges (red lines). After the self-attention module, dark connections
indicate a large weight, and light connections indicate a small weight

For the convenience of the following description, we define the several notations as follows. The
raw point cloud sampled by the farthest point can be regarded as a sequence, which contains a total of
npoints N = {N, e R,i =1,2,--- ,n} located on the surface of the point cloud instance. f (N,) € R”
represents the features of each point, where F represents the dimension of the point features. Typical

features contain coordinates (xN,,, Vg ZN,«), normal vectors (v*,‘vl_, Vs v;'\,i), and RGB color information

(er., gv,» bN,.). In this study, we set F = 9, and only use typical features mentioned above as the input
features.

3.1 Stratified Sample Module

Current semantic segmentation methods mostly only use the traditional KNN search algorithm to
generate local neighborhoods to aggregate local features. It is still difficult to interact the information
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with long-range context. Therefore, to solve the above problems by only adding negligible additional
computation, we propose a dense sparse sampling strategy that aggregates local features and extends
connectivity. The input point clouds are divided into overlapping cube windows with different scales,
as shown in Fig. 2.

. .
. : 4 &
G S oh el Window Partition
A%,
&K
’ . / 4
% 2 Query Point: Q,
Dense Keys for Q;
Farthest Point Sampling e ——

(FPS)

Large Window Partition

Sparse Keys for Q;

Figure 2: Illustration of the dense-sparse strategy for keys sampling

The lower right side of Fig. 2 shows small windows with dense points, and large windows with
sparse points in other parts. The farthest point sampling (FPS) is used on the scale of s to reduce the
input dense point cloud to sparse point cloud. Following this process, we utilize KNN to search the
center points as the vertices. As shown in Fig. 3, a center vertex not only has neighbor points searched
by KNN, we randomly select k points from long-range sparse points. In this way, a central vertex has
j+k neighbor points, which can expand the receptive field for subsequent graph convolutional module.

Feature f(N,;) Directiond,; =N, — N

Center Point N i

Receptive field of vertex N,
©: Neighborhood points N;; searched by KNN (j = 8)

: Long-range sparse pomnts N (k = 3)

Figure 3: Illustration of receptive field of vertex N,

In order to ensure that the neighbor points searched by KNN are similar to the central vertex
and improve the network efficiency, we add similarity measurement in the stratified sample module.
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When instances of different semantic categories are close to each other, the accuracy of instance edge
segmentation will be reduced.

The main reason is that GCN uses KNN to search for neighbor points, that is, points with a
relatively close distance, which results to classify them into one class. Therefore, we use cosine similarity
instead of distance similarity to filter neighborhood points. Two instances that come together more
closely are not necessarily of the same semantic class. It could be two completely different semantic
categories, or it could be a noise point around a central point. Therefore, distance alone cannot
accurately judge the similarity between points, but we can utilize the color information of the point
cloud to judge the similarity between the search point and the center by cosine similarity. On the
contrary, if two points are relatively far apart in space, using only distance as a measure of similarity
is likely to be judged as uncorrelated. However, in indoor scenes, there may be instances with larger
volumes, and even if two points are far apart, they may still belong to the same semantic category.
Therefore, we use the cosine similarity measure to help our network improve segmentation accuracy
and reduce the memory and computation of the network. Cosine similarity is defined as Eq. (1):

_ SN
DI (V)|

where ||-|| represents the vector module.

d (N, Ny) (1)

3.2 Graph Convolutional Module

The point cloud is non-Euclidean data, so it is difficult to process it with traditional convolution
neural network. In addition, for point cloud analysis, we need to consider both the feature information
and structure information of the points. If feature extraction is done manually, many hidden and
complex patterns will be lost and complicated calculations will be brought out. Therefore, the graph
convolution neural network is utilized to analyze the point cloud structure. Because GCN needs to
transfer the point cloud structure as a graph structure, but the input point cloud after down-sampling
is still large, we need to use the KNN search method described in the previous section to perform the
graph convolution operation on the local part of the point cloud. In this process, a graph G is defined
as a tuple G = (V,E), where V = {v|v, € V'} is a set of vertices, and E = {e,, = v, — v, |v,, v, € V'}
represents the connectivity between vertices. Specifically, v; = f (¥,) is the feature of the center vertex
in the ith cell, which contains position features and other information. The set of k-nearest neighbors
for the vertex v, is denoted R; and the edge of the graph is defined as E. It is worth emphasizing that
when we apply it to neural networks, the directed graph structure ignores the order of vertices, and
each vertex is propagated.

An asymmetric function combining neighboring information and shape structure is introduced by
DGCNN to establish topological relationships between vertices. This asymmetric function is adopted
in our study and defined as Eq. (2):

f (e;) = RELU (6,, - (N; = N;) + b, - N;) @

3.3 Transformer Block

GCN is used to extract geometric relationships, but the extracted geometric relationships are not
necessarily key relationships. Therefore, we need to introduce a Transformer block to redistribute the
weight of the relationship among the center point, neighborhood points, and distant points. The
Transformer block is composed of a multi-key self-attention module and a feed-forward network
(FFN). The encoder and decoder in Transformer block both use the multi-key self-attention module.
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Since every query point only attends to the local points in its own window, the vanilla version
Transformer block suffers from limited effective receptive field even with a shifted window. Therefore,
it fails to capture long-range contextual dependencies over distant objects, causing false predictions.
To adequately reflect long distance and neighborhood points dependencies, in this section, we use
the dense-sparse Keys strategy shown in Fig. 2. For each query point Q, there are two keys, i.e., K*"*
and K"". K*" represents the dense Key matrixes sampled from the small cubes in Fig. 2, and K"
represents the sparse Key matrixes sampled from the large cubes. Following common practice, we
use the original Transformer to get dense and sparse attention maps. Finally, the attention maps are
obtained through feature concatenation. Due to the hierarchical strategy of key sampling, the effective
receiving field is significantly expanded, and the query features can effectively aggregate long-range
context. Compared to the regular version, we only generate negligible additional calculations on sparse
remote keys. We set the number of points in the k-th cube to be P,, and given that N, is the number
of heads, the dimension of each head is N,. Therefore, N, = N, x N. is the feature dimension. For the

set of input points in k-th cube, N, = {n}(, mn, - } € RPeNiNa the multi-head self-attention in
the k-th cube is formulated as follows:

K = LN aome (N, K7 = LNgsparse (N) 3)
Q= LNy (N),V = LNy (N) “4)
At = Q x K, Attn™* = Q x K™ (5)
Attn = softmax (Atin™* U Atin™">) (6)
Y =) Atinx V,Z=LN(Y) (7)

where O, K, V € RP»NiNa gare obtained from N, by three shared linear layers LN (-). Attn € RPN
is concatenated from local feature maps as well as sparse feature maps that can establish long distance
dependencies. Y,Z € R~>MwNa are the aggregated features and output features, respectively. In
addition, LayerNorm before each self-attention module or feed-forward network is used.

3.4 Semantic Segmentation Network

In the 2D world, semantic segmentation tasks have received increasing attention and have achieved
great achievements. Previous works [40—42] have proposed various feature aggregation methods and
cross layer connections. Motivated by them, we propose a U-shaped model structure, illustrated in
Fig. 4. The backbone of this architecture is consisted of several SGT modules mentioned above,
point feature embedding module, down sampling modules, and up sampling modules. Where N
represents the number of point clouds, » represents the down sampling rate, and D represents the
feature dimension of the points.

Because down sampling is necessary to improve network processing speed and reduce memory
consumption, we adopt the farthest point sampling in [20] to identify a subset with the requisite
cardinality. Then, each input feature goes through a linear layer, a batch normalization layer (BN),
an activation function, and Maxpooling to complete the down sampling operation.

For up sampling, we also use the method in [20]. Each input point feature is processed by a linear
layer, followed by a BN layer and an activation function, then the subset of the input point set is
mapped onto the higher-resolution point set by trilinear interpolation.
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Figure 4: Architecture of the semantic segmentation network

To increase the local dependency of point cloud learning, the first layer of our network uses point
embedding to establish local geometric context information. Most current methods use linear layers
or MLP to map XYZ position information and RGB color information to a high-dimensional feature
space. However, the simple use of a linear layer network has a slow convergence rate and also increases
the network parameters, which affects the network performance. The point feature from MLP only
contains its own xyz and RGB information and lacks local relevance. Therefore, we use the strategy
of KPConv [16] for local aggregation and only generate negligible additional computation.

4 Experiments
4.1 Datasets

To verify the performance of the proposed point cloud segmentation algorithm, we utilize two
public available datasets for experimental validation, namely S3DIS [43] dataset and ShapeNet [44].
The S3DIS dataset is a large-scale real scene 3D segmentation dataset that consists of six areas scanned
by a scanner called Matterport, including 272 rooms and approximately 215 million points. Each point
in the scene point cloud contains an instance label and a semantic label; In addition to the large-scale
real-world scene benchmark S3DIS, we also evaluated our approach on the ShapeNet part dataset.
ShapeNet is a constructed synthetic virtual segmentation dataset containing 16 classes with 16881 3D
objects. Each point sampled from the shapes is assigned with one of the 50 different parts. The instance
annotations from [42] are used as the instance ground-truth labels.

4.2 Network Configuration

The model architecture is shown in Fig. 4. The feature extracting part is composed of point
feature embedding module, down sample module, and SGT module. In the SGT module, we set
neighbor number N; = 30, and long-range sparse points N, = 10 for the receptive field. In addition,
during the encoding stage, four stages are constructed with the SGT module depths [2,2,4,2]. Each
time the SGT module is passed, the network will down sample the number of point clouds, but
the characteristic dimension of the points increases. In the decoder architecture, we upsample and
concatenate large size features, which is formulated as [20]. The decoded features obtained through
three up sampling operations and feature concatenating are sent to the shared MLP layers after
Maxpooling and replication operations, and the final semantic prediction N x K is output.

4.3 Implementation Details

For the S3DIS dataset, each point has 9 dimensions of features, which are the location information
of the point (X, Y, Z), the color features (R, G, B), and the normalized coordinates of the indoor scene.



4480 CMC, 2024, vol.79, no.3

We set the feature dimensions after point embedding layer to 64, and the number of self-attentive
heads in trans is set to 3. Each down sampling is 1/4 of the number of points in the previous layer, but
the number of the point features and self-attention heads is doubled. Following common practice, we
adopt the strategy proposed by [4] to slice the input point cloud into small cubes, each cube containing
4096 points. We use 4 Titan GPUs to train our network for 600 epochs with an Adam optimizer. The
batch size is set to 8, the initial learning rate is set to 0.001, and the learning rate is halved for every
20,000 iterations. For the ShapeNet dataset, each object consists of 2048 points, and each point has
only 3 dimensional position information (X, Y, Z). We calculate the overall accuracy (oAcc), mean
accuracy (mAcc), intersection over union (IOU) for each category, and mean intersection over union
(mIOU) with a threshold of 0.5 as evaluation metrics for the semantic segmentation task.

4.4 Results
4.4.1 S3DIS Dataset

For the S3DIS dataset, we explicitly evaluated the performance of our method on area 5 and the
results of the 6-fold cross validation. Note that it is a common practice to analyze the performance of
6-fold cross validation separately, but area 5 on the S3DIS dataset is not in the training set. Therefore,
evaluating area 5 can well test the generalization performance of the network. We compare the classical
semantic segmentation methods [5,8,16,28,45], the semantic and instance joint segmentation methods

25,26], the GCN based semantic segmentation methods [17,18,29,33], and the results are shown in
Table 1.

Table 1: Comparison per-class performance of our proposed method with state-of-the-art on S3DIS
area 5 dataset

Method mlou mAcc oAcc cei. flo. wall bea. col. win. door table cha. sofa boo. boa. clu.
PointNet++ [5]  51.5 - 83.8 914 979 743 0.0 3.7 489 363 694 762 265 535 493 419
PCT [8] 61.3 677 - 92.5 984 80.6 0.0 194 614 48.0 76.6 852 462 67.7 67.9 52.3
KPConv [10] 67.1 728 - 92.8 973 824 0.0 239 58.0 69.0 81.5 91.0 754 753 66.7 58.9
DGCNN [17] 49.0 - 83.2 9I.1 973 745 0.0 119 49.5 335 669 69.4 205 47.5 347 408
3D-GCN [18] 519 - 84.6 914 97.1 759 0.1 223 435 30.1 71.5 794 219 537 429 449
ASIS [25] 534 609 869 92.0 98.0 753 0.0 10.1 499 242 729 78.1 334 584 51.0 50.7
JSNet++ [26] 580 -~ - 93.7 98.5 80.5 0.0 169 572 419 76.8 84.7 30.5 60.2 583 549
RandLA-Net [28] 62.4 71.4 872 91.1 956 80.2 0.0 247 623 47.7 762 837 602 71.1 657 53.8
Ours 664 734 879 925 97.6 839 0.0 276 61.0 72.1 844 86.1 63.1 76.9 64.5 544

We notice that all methods perform similarly in the ceiling, floor, and beam categories, as they can
be easily classified based on the location in the room. However, our method achieved better results in
the other categories indicating that the SGT module can capture long-range context information and
enlarge the effective receptive field. This is important for background segmentation in indoor scenes.
In addition, the segmentation accuracy of our method for foreground categories such as door, table,
chair, and clutter is better than the comparison methods. It indicates that our method not only captures
long-distance information but also has a stronger ability to recognize local geometric shapes. With the
benefit of the complementarity between GCN and Transformer, the SAT-Net finally achieves a leading
performance of 73.4 in mAcc and 87.9 in oAcc, respectively.

To avoid overfitting on S3DIS area 5, we further verify the generalization performance of our
method by using the 6-fold cross validation, nd the results are shown in Table 2. The performance
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of SGT-Net is relatively balanced across various categories, achieving the best performance in six of
them. Specifically, the proposed SGT-Net can not only achieve leading performance in long-range
background category segmentation tasks, such as wall, beam and column, but also achieve optimal
performance in short-range foreground category segmentation tasks, such as table, bookcase and
clutter.

Table 2: Comparison per-class performance of our proposed method with state-of-the-art on S3DIS
with 6-fold cross validation

Method mlou mAcc oAcc cei. flo. wall bea. col. win. door tab. cha. sofa boo. boa. clu.
PointNet++ [5] 57.6 - 83.5 91.7 939 73.5 547 20.7 53.0 57.0 63.0 59.3 364 49.0 49.2 47.0
PCT [8] 66.5 73.0 879 - - - - - - - - - - - - -

KPConv [10] 70.6 79.1 - 93.6 924 83.1 639 543 66.1 76.6 578 64.0 69.3 749 61.3 60.3
DGCNN [17] 56.0 - 83.4 92.0 94.5 739 504 32.5 549 592 625 539 16.6 457 463 454
3D-GCN [18] 60.8 — 858 91.7 955 77.2 53.0 384 523 59.0 67.6 70.8 28.1 51.5 519 532
ASIS [25] 59.3 70.1 862 92.1 91.8 73.7 504 339 484 62.5 66.2 63.4 31.5 512 56.1 498
JSNet++ [26] 624 — - 94.1 97.3 78.0 41.3 322 52.0 70.0 699 727 379 541 513 60.2
RandLA-Net [28] 70.0 82.0 88.0 93.1 96.1 80.6 624 48.0 644 694 694 764 60.0 642 659 60.1
DCNet [29] 724 821 893 —  —  —

VA-DGCNN [33] - 822 892 - - - - - - - - - - - - -

BAAF [45] 722 831 889 933 968 81.6 619 49.5 654 733 720 83.7 675 643 67.0 624
Ours 725 827 895 93.8 96.5 849 64.0 547 638 74.1 749 80.2 62.7 751 652 63.1

Although our method is inferior to JSNet++ in some background categories (such as ceiling
and floor) and inferior to KPConv and BAAF in some foreground categories (such as window,
door, chair and sofa), the main contribution and strength of our work is different from those
contrasting approaches. JSNet++ designed a mutual promotion strategy for semantic segmentation
and instance segmentation and proposed a pointwise correlation module to further improve the
accuracy of semantic segmentation. KPConv proposed a convolution directly applied to point clouds
to better aggregate local spatial features. However, it did not consider the context of global features,
and the calculation cost is large. BAAF introduced a bilateral block to augment the local context
of the points and also ignored to extract long-range contexts. This will lose the accuracy of long-
range background segmentation in the scene. Our proposed SGT-Net complements the local feature
capture capability of GCN with the global feature extraction capability of the attention mechanism,
and improves the interaction between global and local features by aggregating long-range and
neighborhood information. Besides, we also propose a dense-sparse sampling strategy to enlarge the
effective receptive field and develop a self-attention mechanism based on Transformer to redistribute
the weight of the relationship among center point, neighborhood points, and distant points. It is worth
noting that SGT-Net does not perform much worse in categories that are not as well as the above
methods, but the above methods perform much worse in categories that are not as well as ours. For
example, it is 22.7%, 22.5%, 24.8% and 20% higher than JSNet++ respectively in beam, column,
sofa and bookcase. KPConv does not perform as well as SGT-Net in the segmentation of long-range
background categories. BAAF is slightly better than SGT-Net in mAcc (40.4), but its performance
is not as good as ours in the long range of large object segmentation. It can be seen that our method
trades off all categories and achieves leading performance of 72.5 in mloU and 89.5 in oAcc.

Fig. 5 visualizes the segmentation results on area 5 of the S3DIS dataset. When the edges of
different instances overlap or closely connected, our method can still accurately segment each instance,
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while the comparison methods may misclassify semantic categories. For the segmentation of complex
edges, the precision of the proposed method is better than that of the comparison methods, and it is
closer to the ground truth.

Input PointNet DGCNN Ground Truth

Figure 5: Comparison of our method with the state-of-the-art methods in semantic segmentation task
on area 5 of S3DIS dataset. Objects of different colors represent different categories of targets. The
red rectangular boxes circle the segmentation details

4.4.2 ShapeNet Dataset

Besides evaluation on the large-scale indoor dataset S3DIS, we also conduct experiments on
ShapeNet [16] to evaluate the performance of our method at part level segmentation. Table 3 presents
the class-wise segmentation results. We can observe that our model achieves competitive results on the
ShapeNet dataset. In fact, our method and PCT (Point cloud transformer) achieved the best results in
most categories. Due to the advantage of the Transformer based feature extraction method, the average
accuracy of PCT is slightly better than our method. But its model parameters have also multiplied. We
will discuss it in the next section. In addition, we notice that SGPN achieves the best results in certain
categories as it takes the advantage of the instance segmentation tasks, which employs additional losses
such as similarity matrix and confidence loss to accurately distinguish different instances with the same
category. Therefore, the addition of instance information helps with its feature semantic segmentation
performance. Fig. 6 visualizes the results of our method on part level segmentation tasks. Our method
benefits from the similarity measurement strategy, which is more precise in segmenting part edges and
closer to the ground truth.



CMC, 2024, vol.79, no.3 4483

Table 3: Comparison per-class performance of our proposed method with state-of-the-art on
ShapeNet dataset

Methods avg air. bag cap car cha. ear. gui. kni. lam. lap. mot. mug pis. roc. ska. tab.
PointNet++ [5] 85.1 824 79.0 87.7 77.3 90.8 71.8 91.0 859 83.7 953 71.6 94.1 81.3 58.7 764 82.6
PCT [8] 86.4 850 824 89.0 81.2 919 71.5 91.3 88.1 863 958 646 958 83.6 62.2 77.6 83.7

DGCNN[17] 852 84.0 834 86.7 77.8 90.6 74.7 91.2 87.5 82.8 957 66.3 949 &8l.1 63.5 74.5 82.6
LDGCNN [32] 85.1 84.0 83.0 84.9 784 90.6 744 91.0 88.1 83.4 958 674 949 823 592 76.0 81.9
GAPointNet [34] 84.9 84.0 86.2 888 783 90.7 704 91.3 87.3 82.8 96.0 68.7 951 82.0 63.0 748 81.4

SGPN [46] 85.8 80.4 78.6 78.8 71.5 88.6 78.0 90.9 83.0 78.8 95.8 77.8 938 874 60.1 92.3 89.4
PointASNL [47] 86.1 84.1 84.7 879 79.7 922 73.7 91.0 87.2 842 958 744 952 81.0 63.0 763 83.2
Ours 86.3 852 86.2 87.6 809 934 72.8 9277 87.5 83.8 965 723 96.1 842 633 73.1 83.6

Figure 6: Part level semantic segmentation results on ShapeNet dataset. Semantic annotation using
different colors for different parts

4.5 Ablation Study

4.5.1 Neighbor Number j and Long-Range Number k in the Receptive Fields

We conduct experiments on the receptive field in the stratified sampling module by varying the
number of neighbor points and long-range points. We perform ablation experiments on the S3DIS
dataset Area 5. The results are shown in Table 4. We can see that the insufficient or excessive number
of neighbor points and long-range points can affect the performance of the network in extracting local
information and establishing long distance context dependence.

When the number of neighborhood points and long-range points is small (j = 10, k = 10), the
performance of segmentation is relatively poor because the network cannot extract effective features.
When the number of long-range points increases, the number of noise in the sampling points will
increase, which interferes with the establishment of context dependence on the network. Thus resulting
in a decline in the segmentation accuracy of the network. When the number of neighborhood points
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and long-range points is large, the segmentation performance is close to the optimal result, but
the computational cost increases. It is not difficult to find from Fig. 7 that when there are enough
neighborhood points and long-range points, the robustness of the network becomes better. Therefore,
we sample an appropriate number of neighboring points and long-distance points to achieve better

performance.

Table 4: Impact of different numbers
performance

of neighbor points and long distance points on network

Neighbor number j 10 20 30 50
Long-range numberk 10 20 30 50 10 20 30 S50 10 20 30 50 10 20 30 50
S3DIS area 5 (mlou) 58.6 56.1 539 47.7 64.5 651 62.7 60.5 664 658 64.1 619 643 66.2 657 64.2
ShapeNet (avg) 81.3 83.5 828 78.6 851 860 84.8 84.0 86.3 852 86.1 84.7 854 857 856 84.5
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Figure 7: The influence of different number of neighbor points and long-range points on the network
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4.5.2 Effect of Similarity Measurement Strategy and Self Attention Module

Our network includes two important modules to help the SGT module improve segmentation
performance. Therefore, we conduct a series of ablation experiments to verify their effectiveness.
Table 5 demonstrates the impact of each module on the backbone network. It can be seen that the best
effect is achieved when two modules are working simultaneously. When the self-attention mechanism
is not added to the network, but only the similarity measurement mechanism is added. We find that
the segmentation accuracy is slightly better than that when neither module is working. From this, we
can infer that the proposed similarity measurement mechanism can ensure that the neighbor points
searched by KNN are similar to the central vertex and improve the network efficiency. On the contrary,
when there is only self-attention module, the segmentation accuracy of the network is improved
significantly. It proves that the self-attention module can redistribute the weight of the relationship
among the center point, neighborhood points, and distant points to improve the segmentation
performance. In addition, as shown in Fig. 3, the self-attention module plays an important role in long-
distance background segmentation. Because Transformer is suitable for capturing global features, and
our SGT module is good at local feature extraction, the two performances are just complementary.

Table 5: Effect of similarity measurement strategy and self-attention module on S3DIS area 5

Similarity Self-attention S3DIS area 5 (mlou) ShapeNet (avg)

59.1 79.0

v 62.7 80.2
v 63.5 84.9

v v 66.4 86.3

4.6 Complexity Analysis

We compare the number of parameters, time, and floating point operations (FLOP) between our
method and the comparison methods on the ModelNet40 dataset. The overall accuracy is used to
evaluate the segmentation performance. From Table 6, our model achieves segmentation performance
comparable to state-of-the-art models. Although the segmentation performance is slightly lower than
PCT, the number of parameters, FLOP in our model is only half of that in PCT. The number of
parameters in our model is slightly higher than 3D-GCN, and the reason is that 3D-GCN uses a
random sampling technique, where the subset points are sampled randomly. In addition, when the
support number of the learnable kernels proposed by 3D-GCN increases, its model complexity will
increase significantly, resulting in a large memory and computational load.

Table 6: Number of parameters in different models for semantic segmentation tasks on ModelNet40

Method Params (M) FLOPs Time (ms) Acc (%)
PointNet++ [5] 1.99 3136 M 32.0 90.7
PCT [§] 2.88 2327 M - 93.2
DGCNN [17] 1.81 2432 M 52.0 92.9
3D-GCN [18] 0.89 - 17.0 92.1
LDGCNN [32] 1.08 - 43.0 92.9

(Continued)
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Table 6 (continued)

Method Params (M) FLOPs Time (ms) Acc (%)
GAPointNet [34] 191 1228 M 26.0 93.0
Ours 1.16 1029 M 23.0 93.0

5 Conclusion

In this paper, we propose a novel stratified graph convolutional network, named SGT-Net, which
can extract long-range contexts and effectively aggregate local features for semantic segmentation in
3D point cloud space. The technical contributions of our network lie in the design of the stratified
graph convolution strategy and the weight allocation of attention mechanism based on the Trans-
former. We propose a novel Transformer-based stratified graph convolutional network for semantic
segmentation on the point cloud, enlarging the effective receptive field and building direct long-range
dependency. The dense-sparse sampling strategy with similarity measurement is proposed to ensure
that the neighbor points searched by KNN are similar to the central points and improve the network
efficiency. Experiments show that our method achieves the same or better segmentation performance
than the state-of-the-art methods. Although not superior to the latest methods in some respects, we
demonstrate that our model can effectively enlarge the receptive field and is computationally more
efficient. In particular, SGT-Net shows a remarkable accuracy with only half the number of parameters
compared to other methods, which shows great potential for real-time applications, such as robot
visual grabbing. The success of this model also verifies the efficiency of graph attention networks not
only in calculating the similarity of graph vertexes, but also in understanding geometric relationships.
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