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ABSTRACT

The context of recognizing handwritten city names, this research addresses the challenges posed by the manual
inscription of Bangladeshi city names in the Bangla script. In today’s technology-driven era, where precise tools for
reading handwritten text are essential, this study focuses on leveraging deep learning to understand the intricacies
of Bangla handwriting. The existing dearth of dedicated datasets has impeded the progress of Bangla handwritten
city name recognition systems, particularly in critical areas such as postal automation and document processing.
Notably, no prior research has specifically targeted the unique needs of Bangla handwritten city name recognition.
To bridge this gap, the study collects real-world images from diverse sources to construct a comprehensive dataset
for Bangla Hand Written City name recognition. The emphasis on practical data for system training enhances
accuracy. The research further conducts a comparative analysis, pitting state-of-the-art (SOTA) deep learning
models, including EfficientNetB0, VGG16, ResNet50, DenseNet201, InceptionV3, and Xception, against a custom
Convolutional Neural Networks (CNN) model named “Our CNN.” The results showcase the superior performance
of “Our CNN,” with a test accuracy of 99.97% and an outstanding F1 score of 99.95%. These metrics underscore its
potential for automating city name recognition, particularly in postal services. The study concludes by highlighting
the significance of meticulous dataset curation and the promising outlook for custom CNN architectures. It
encourages future research avenues, including dataset expansion, algorithm refinement, exploration of recurrent
neural networks and attention mechanisms, real-world deployment of models, and extension to other regional
languages and scripts. These recommendations offer exciting possibilities for advancing the field of handwritten
recognition technology and hold practical implications for enhancing global postal services.
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Nomenclature

CNN Convolutional Neural Networks
OCR Optical Character Recognition
ReLLU The Rectified Linear Unit
SOTA State-of-the-Art

1 Introduction

In the ever-evolving landscape of the digital age, the process of converting handwritten documents
into machine-readable formats stands as a pillar of modern technological innovation [1]. The critical
task of handwritten city name recognition lies at the forefront of this transformative journey. This
task is paramount in document analysis and automation, specifically in applications such as postal
automation and document digitization [2]. The uses of Handwritten city names are shown in Fig. 1.
Recognizing handwritten city names might seem simple, but it’s actually crucial for many important
tasks. It’s the key to making different systems work well and making sure they get things right.
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Figure 1: Uses of Bangla handwriting city name

This is important to recognize Bangla handwritten city names, experiencing an oversight more so
on digital postal automation and document analysis. For example, the lack of a dedicated framework
results in ineffective sorting of mails and difficulties in retrieving information from English city names.
Though city names written in English exhibit pretty accurate search results [3], the lack of a robust
recognition system for Bangla handwritten text brings variation and poses challenges in handling the
linguistic variation that is vitally important to a globalized society, as shown in Fig. 2.

In this situation it is very important to improve digital postal automation and information
retrieval accuracy of Bangla handwritten city names, our motivation is driven by. We do so to nurture
inclusiveness, accessibility, and efficacy in document analysis and technological innovation beyond the
boundaries of regions.
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Figure 2: An example of search result in google lens with Bangla and English handwritten text

Historically, Optical Character Recognition (OCR) systems have been the stalwart for recog-
nizing printed and handwritten text, significantly improving data processing efficiency [4]. With its
capacity to decipher both typed and neatly printed scripts, OCR has been the bedrock for document

digitization [5].

Many researchers have been using machine learning algorithms to recognize OCR [6]. The
problem of this algorithm is that they face difficulty to handle the large scale dataset. To overcome
The problem many researchers, use Deep Learning for English word recognition [7-9] and very few
researchers work with Bangla Handwritten [10]. However, as we navigate the intricacies of handwritten
text recognition, a critical shift emerges, leading us to the enthralling realm of CNN.

CNN, an integral component of deep learning, has earned its eminence for its remarkable prowess
in image recognition tasks [11], making it an ideal choice for handwritten city name recognition. The
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allure of CNN lies in its unique ability to adapt to complex image patterns and shapes, particularly
within the realm of handwritten text [12], which is marked by its intricacy and variability. CNN’s
flexibility and adaptability enable it to learn and discern the subtle nuances within handwritten city
names, making it a formidable contender in the quest for accurate recognition.

The rationale behind choosing CNN over OCR for handwritten city name recognition lies in the
nuanced nature of handwritten text. Handwriting, often marked by distinctive and highly varied styles
[13], defies the rigid structures of printed or typed text. Unlike OCR, which often relies on predefined
character patterns and segmentation, CNN takes a holistic approach [14]. It looks at the entire image,
recognizing patterns and structures without explicit segmentation. This adaptability allows CNN
to accommodate the myriad ways city names are handwritten, irrespective of style, size, or spacing
variations.

The significance of handwritten city name recognition reverberates across many domains, with
the field of postal automation serving as an illustrative example [15]. Postal services heavily rely
on the capacity to read and process handwritten addresses on envelopes and parcels [16]. The
recognition of handwritten city names is, thus, instrumental in streamlining mail sorting and, by
extension, revolutionizing the postal sector’s overall efficiency. Moreover, this technology extends
its influence into other administrative processes, such as bank check reading and insurance claim
processing, promising to reshape the landscape of document-related tasks, significantly reducing
the margin for error and human intervention [17]. Few research work found in CNN for Bangla
Handwritten recognition faces some challenges, the main challenges in Bangla Handwritten Word
Recognition are the lack of a well-labeled dataset and the relatively low accuracy of recognition using
segmentation-free approaches [8,18]. In this situation it is urgent to develop Bangla Handwritten city
name recognition system and the dataset resource. We proposed a lightweight CNN model to recognize
Bangla Handwritten city names. We define the proposed CNN model as a lightweight model because
we used only a line convolutional layer that needs minimum parameter and computational resources.
The main contribution of the paper is given below.

Novelty: Curated comprehensive data from all 64 districts of Bangladesh for city name recognition
in Bangla Handwritten.

Methodological Innovation: Designed and implemented a dedicated CNN for proficient Bangladeshi
District Name recognition beating state-of-the-art models in accuracy and performance. We define
proposed CNN model as a lightweight model, our lightweight model has only 9 CNN layers with
5.002 parameters outperforms SOTA models in Bangladeshi District Name recognition, highlighting
efficiency despite its lightweight architecture.

Empirical Validation: Achieved a remarkable recognition accuracy of 99.97% through rigorous
experimentation on the newly established dataset. The data and code have been uploaded to the fol-
lowing link https://github.com/tusher100/Clty-Name-Recognition (accessed on 31 December 2023).

The paper’s structure comprehensively explores Bangla handwritten city name recognition. It
begins with Section 2, a thorough literature review discussing prior research and SOTA models;
Section 3 provides a detailed description of the specially curated dataset, followed by Section 4, which
elucidates the methodology, including model architectures and training; Section 5 delves into an
in-depth analysis of the results, including a comparative evaluation against SOTA models. Finally,
Section 6 summarizes the study’s conclusions, underlining the dataset’s significance and the “Our
CNN” model’s exceptional performance while considering future research directions.
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2 Literature Review

In recent years, significant advancements have been made in handwritten city name recognition,
driven by the growing need for efficient postal automation systems and applications in multilingual
and multiscript countries like India. A wide range of scripts, including Gurmukhi, Arabic, Bangla,
Bengali, Farsi, and Tamil, highlight the importance of this research in the context of postal automation
and other applications.

One noteworthy contribution is the introduction of the HWR-Gurmukhi_Postal_1.0 dataset for
handwritten city name recognition in Gurmukhi script [19]. This benchmark dataset is crucial for
evaluating existing techniques and advancing research in offline handwritten Gurmukhi recognition.
The availability of such datasets is fundamental for fostering developments in this specialized field.
The IfN/Farsi database, introduced by author Mozaffari et al. [20], provides a resource for handwritten
Arabic word recognition with a collection of 7271 binary images. While specific recognition accuracy
percentages are not provided, the detailed ground truth information adds value for research and
academic purposes. An exploration of CNN and the influence of different learning rates on hand-
written district names in Gurmukhi Script reveals valuable insights (Sharma et al. [21]). A maximum
validation accuracy of 99% with a learning rate of 0.0001 demonstrates the significance of learning
rate optimization in achieving robust and accurate recognition models. These findings offer crucial
guidance for enhancing handwritten text recognition systems. The recognition of Arabic handwritten
city names is addressed in Mahjoub et al. [22], which introduces novel approaches using Bayesian
network classifiers. The Forest Augmented Naive Bayes (FAN) and Dynamic Bayesian Network
(DBN) models exhibit promising recognition rates of up to 83.7%. This research showcases the
effectiveness of Bayesian network classifiers in the context of Arabic handwritten word recognition,
opening new avenues for accuracy improvement. Nurseitov et al. [17] delve into the underrepresented
field of handwritten recognition specific to Cyrillic script, focusing on Kazakh and Russian languages.
The study introduces four distinct deep learning models, providing valuable insights into their
performance. The Wordbeamsearch model stands out in city name classification with an impressive
accuracy of 75.1%. In the context of Handwritten Text Recognition (HTR), the SimpleHTR model
excels, achieving a remarkable Character Error Rate (CER) of 1.55% and a Word Error Rate (WER) of
11.09%, filling a significant gap in the existing research. The development of a CNN based model for
recognizing handwritten district names in Gurmukhi script showcases a substantial leap in accuracy
[23]. Achieving a maximum validation accuracy of 99%, this work eliminates the need for manual
feature extraction, offering immense potential for postal automation. Barua et al. [24] presents a
holistic approach for recognizing handwritten city names in Bangla script with an accuracy of 90.65%.
While showing promise for postal automation, the approach acknowledges areas for improvement,
such as feature dimension reduction and addressing misclassification among structurally similar
regions. Prasad et al. [25], recognition of Bengali place names as word images are explored using
different CNN architectures. This study introduces a dataset of Bengali word images, demonstrating
competitive accuracy and robustness in word-level recognition, which is essential for applications like
postal automation. The significance of feature selection techniques is highlighted in Kumar et al. [26]
for offline handwritten Gurumukhi place name recognition. The CSA feature selection technique,
combined with a random forest classifier, achieves an impressive recognition rate of 87.42%.

Ghosh et al. [27] introduce a Memetic Algorithm (MA)-based Wrapper-filter feature selection
framework for recognizing handwritten Bangla city names. While specific recognition accuracy is
not provided, the paper underscores the importance of feature selection in improving performance.
Sahoo et al. [28], a novel shape-context-based 64-dimensional feature vector, is introduced for
recognizing handwritten city names in the Bangla script. Although specific accuracy percentages are
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not given, the paper highlights the effectiveness of this feature vector in achieving higher recognition
accuracy. Pal et al. [29], a novel approach for recognizing Indian street names in the Bangla script,
stands out with a remarkable 99.52% reliability. Introducing street name recognition in Indian
languages addresses a significant gap, offering a valuable dataset for further research. Pal et al. [30]
advance the recognition of Indian trilingual city names (English, Hindi, and Bangla) for postal
automation, achieving an impressive overall recognition accuracy of 92.25%. This pioneering work
lays the foundation for future trilingual city name recognition research. Pramanik et al. [31], a
segmentation-free approach for recognizing handwritten Bangla city names, is presented, showcasing
an accuracy of 98.86% with the ResNet50 CNN-TL architecture. This research represents a significant
improvement over previous methodologies. Roy et al. [32] focus on recognizing handwritten multi-
lingual, multiscript Indian city names, considering English, Bangla, and Devanagari. The research
utilized CNN based techniques and achieved an impressive accuracy of 96%. This work highlights the
need for advanced postal automation systems to handle multiple languages and scripts commonly used
in India. Chatterjee et al. [33] address the challenge of recognizing handwritten city names in six major
scripts for postal automation purposes. The bi-stage approach achieved an average script recognition
accuracy of 99.07% and a city name recognition accuracy of 97.58%. The script-independent approach
attained a recognition accuracy of 97.03% on a dataset comprising 807 classes, demonstrating
promising results for postal automation applications. Thadchanamoorthy et al. [34] present a system
for recognizing handwritten Tamil city names as a lexicon-driven word recognition problem. They
achieved a reliability of 99.90% with error and rejection rates of 0.08% and 18.67%, respectively. This
work significantly outperforms previous work on Tamil handwritten word recognition, improving
substantially accuracy. Pramanik et al. [31] focus on developing a CNN-based model for recognizing
handwritten district names in the “Gurmukhi” script. The proposed model achieves a remarkable
accuracy, with a maximum validation accuracy of 99%. This research is precious for postal automation
applications in India’s multilingual and multiscript environment. The hybrid neuro-symbolic system,
KBANN, was introduced by author Souici et al. [35] to recognize handwritten city names in Algerian
postal addresses. The system combines perceptual features analysis and a hierarchical knowledge base,
allowing faster training and improved accuracy.

In this extensive literature review, we have observed significant work and notable achievements
in handwritten city name recognition, mainly focusing on various scripts and languages across
multiple regions. However, there needs to be more research regarding Bangladeshi Bangla city name
recognition, an area of particular importance given Bangladesh’s unique linguistic and geographical
landscape. In response to this gap, we embarked on developing a comprehensive dataset encompassing
all districts in Bangladesh. We trained a recognition system tailored to the intricacies of Bangladeshi
Bangla script. By undertaking this endeavour, we aim to fill this research void and provide valuable
insights and resources for advancing handwritten city name recognition in Bangladesh. This initiative
addresses the region’s specific requirements. It contributes to the broader field of postal automation,
offering a benchmark for future developments in Bangladeshi Bangla city name recognition and
segmentation algorithms. Through this work, we aspire to support more efficient postal services,
contributing to the overall progress of our region’s infrastructure.

3 Dataset Description

The dataset presented in this study addresses the critical need for handwritten Bangladeshi Bangla
city name recognition and encompasses a diverse collection of handwritten samples from all 64 districts
of Bangladesh.
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The dataset was meticulously curated to facilitate research and developments in city name
recognition, mainly focusing on the unique characteristics of Bangladeshi Bangla script. The dataset
was initiated by collecting handwritten samples from a demographically diverse 50 participants. Each
participant was requested to provide three handwritten samples of city names corresponding to the 64
districts of Bangladesh. This meticulous effort resulted in an initial dataset comprising approximately
9600 handwritten city name samples.

This Fig. 3 shows an example of the data collection method used to gather handwritten city name
samples for the dataset. To ensure uniformity and consistency in the dataset, all collected images were
resized to a standard dimension of 400 pixels in width and 100 in height. This standardization ensures
that all city name samples are of the same size and format, which is crucial for training and evaluating
recognition systems. Data augmentation techniques were applied to the initial collection of city name
samples to enhance the dataset’s diversity and robustness.

These augmentation methods included introducing variations such as image blurring, rotation,
changes in brightness, and other transformations. As a result of this augmentation process, the dataset
was expanded to contain a total of 32,000 images, with each of the 64 classes representing one
of the districts containing 500 images. This augmentation increases the dataset’s size and simulates
the variability present in real-world handwritten city names. This Fig. 4 displays an example of an
augmented image from one of the dataset’s classes, illustrating the diversity and variations present in
the dataset. This dataset represents a significant contribution to the handwritten city name recognition
field, specifically tailored to the nuances of Bangladeshi Bangla script and the unique geographical
regions of Bangladesh. It serves as a valuable resource for benchmarking recognition algorithms and
promoting advancements in the automation of postal services in the region.

4 Methodology

In this study, we present a comprehensive methodology for recognizing handwritten Bangla
city names and evaluating our proposed lightweight CNN model against several SOTA architec-
tures, including VGG16, EfficientNetB0, ResNet50, InceptionV3, Xception, and DenseNet201. Our
methodology encompasses data collection, preprocessing, model design, training, evaluation, and
comparison. We emphasize the advantages of using our custom lightweight CNN over these well-
established SOTA architectures. The benefits of using our lightweight custom CNN model over SOTA
architectures are efficiency, specificity, customization, and interpretability. Our model is optimized for
the targeted task, offering streamlined architecture, faster inference, and lower hardware requirements.
It is trained explicitly on Bangla handwritten city names, resulting in higher recognition accuracy for
this script. Moreover, its lightweight design provides adaptability, ease of customization, and improved
interpretability. The reduced model size further conserves resources, making it a cost-effective choice
for large-scale applications.

4.1 Basic Concepts of Convolutional Neural Network (CNN)

CNNis are a class of deep neural networks designed for processing grid-like data, such as images.
They have revolutionized various computer vision tasks due to their ability to learn hierarchical repre-
sentations of visual data automatically. Key components in CNNs include Conv2D, MaxPooling2D,
GlobalAveragePooling2D, BatchNormalization, Dropout, and the final output layer.
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Figure 3: An example of the data collection method used to gather handwritten city name samples for
the dataset

Conv2D (Convolutional Layer): The Conv2D layer is fundamental in CNNs for extracting features
from input data, particularly images [12]. It uses convolution operations to detect patterns in the
data. A convolution operation involves sliding a small kernel or filter window over the input data,
performing element-wise multiplications and summing the results. This produces feature maps that
capture local patterns. The Conv2D operation is represented as Eq. (1):

O(i,j)=Zm’n1(i+m,j+n).K(m,n) (1)
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where: O(i, ) is the value at position (i, j) in the output feature map. I(i + m, j + n) represents the input
values at various locations. K(m,n) denotes the learnable kernel weights. During training, CNNs adjust
the kernel weights through backpropagation, effectively learning to recognize significant features.
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Figure 4: An example of an augmented image from one of the dataset’s classes, illustrating the diversity
and variations present in the dataset

MaxPooling2D (Pooling Layer): MaxPooling2D is a pooling layer that follows convolutional
layers [12]. Its primary purpose is to reduce the spatial dimensions of feature maps while retaining
essential information. Max pooling involves selecting the maximum value within a local region, thus
reducing the size of the feature maps. The operation is described as Eq. (2):

O (i,j) = max!(i+ m,j+ n) 2)

MaxPooling2D helps create translation-invariant representations, making the network less sensi-
tive to variations in the position of features within an image.

GlobalAveragePooling2D: GlobalAveragePooling2D is a layer used for spatial dimension reduc-
tion [36]. It computes the average of all values within each feature map. This results in a fixed-
sized output, enabling compatibility with fully connected layers. It is particularly beneficial in image
classification tasks where the network needs to produce a single prediction for the entire image. The
operation of GlobalAveragePooling2D is represented as Eq. (3):

1 )
0= 5 Zi:l 1(i) (3)

Here, O is the global average-pooled output, and N is the number of elements in the feature map.

BatchNormalization: BatchNormalization is a normalization technique applied within neural
network layers [37]. It improves training stability and accelerates convergence by reducing internal
covariate shifts. The normalization involves centering and scaling the activations for each mini-batch
during training. The BatchNormalization transformation is defined as Eq. (4):

X—
4 VJor4e

Here, x represents the input to the layer. u is the mean over the mini-batch. o is the standard
deviation over the mini-batch. ¢ is a small constant added for numerical stability. y and 8 are learnable
scale and shift parameters. BatchNormalization helps prevent training issues, such as vanishing
gradients and exploding activations.

Dropout: Dropout is a regularization technique used to mitigate overfitting [38]. Dropout ran-
domly deactivates a fraction of neurons in a layer during training, effectively removing them from the
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network. This forces the network to learn more robust features and prevents it from relying too heavily
on specific neurons. The dropout operation for a neuron’s output is represented as Eq. (5):

| x with probability p ()
|0 with probability (1 — p)

Here, x is the original output, and p is the dropout probability.

Outputs: The output layer in a CNN is responsible for producing the final predictions based on
the features learned in previous layers. The activation function used in the output layer depends on
the specific task. For multi-class classification, the softmax activation function is commonly applied
to produce class probabilities [39]. The softmax function converts the logits (unnormalized scores for
each class) into probabilities. It is defined as Eq. (6):

el

where p (class;) is the probability of class i, z; is the logit for class 7, and the denominator is the sum of
logits for all classes.

p (class;)) = (6)

4.2 Proposed Methodology

Fig. 5 illustrates the core structure of our Bangla handwritten city name recognition system,
organized into three key components:

e We resize input images to 224 x 224 and divide them into training, validation and test sets.

e Augmentation techniques are exclusively applied to the training data, expanding the dataset’s
size while preserving semantic content.

e Weintroduce a lightweight CNN model optimized for feature extraction and classification. This
model is assessed using the augmented dataset. Its performance will be benchmarked against
SOTA models, including VGG16, EfficientNetB0, ResNet50, MobileNetV2, InceptionV3,
Xception, and DenseNet201. This comparative evaluation will highlight the benefits of our
lightweight custom model for Bangla handwritten city name recognition.

Model

Prepossessin r — 1
p g —>»  TrainDataset —— CNN Architecture

R — Resizing,
Traning | Rotating, Blurring, 'l'

i Image Contrast, Brightness I
Validation Dataset i\falidation Accure<:y|

| Check

A\ 4

Final Model ¢
Evaluation

Figure 5: Proposed architecture of Bangla handwritten city name recognition system

The CNN architecture proposed for Bangla handwritten city name recognition has been metic-
ulously tailored to address the unique demands of this task. This lightweight model is designed to
extract relevant features and classify handwritten city names effectively. The architecture incorporates
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several crucial components to ensure its efficacy. Initially, the input images undergo preprocessing.
They are resized to a standardized format of 224 x 224 pixels, ensuring all samples’ image dimensions
are consistent. This consistent formatting is vital for achieving optimal model performance.

Following the preprocessing, a rescaling layer is applied to the input data. This layer scales the
pixel values within the range of [0, 1]. The rescaling operation is denoted as Eq. (7):

Original Pixel Value
255

Rescaled Pixel Value = @)

This scaling is essential to ensure that the model can efficiently process the input data, as it helps
standardize the pixel values, making them more amenable to neural network training. The CNN
architecture starts with an initial convolutional layer. This layer employs 32 filters, each with a size
of (3, 3). The filters have a stride of (2, 2), which means they move two pixels simultaneously when
scanning the input image. The ‘same’ padding ensures that the output feature maps have the exact
spatial dimensions as the input. The convolution operation with ReLLU activation can be represented
as Eq. (8):

Convolution(x, W) = ReLU (Z (x*xw)+b(x x W)+ b) ®)

Here, x represents the input feature map, W is the filter, b is the bias, and > denotes the summation
over the convolution operation.

BatchNormalization is incorporated after the convolution layer. This technique helps stabilize
the training process by normalizing the activations within each mini-batch [37]. It has been shown
to improve convergence and generalization in neural networks. The architecture also includes four
convolution blocks. Convolution Block 1 involves two consecutive 2D convolutional layers, each
equipped with 64 filters of size (3, 3) [40]. The ‘same’ padding and ReLU activation function are applied
in both layers. Subsequently, a max-pooling layer is introduced to reduce the spatial dimensions of the
feature maps. The pooling layer uses a pool size of (2, 2) and a stride of (2, 2). This down-sampling
operation helps capture essential features and reduce the computational load. BatchNormalization is
applied once more for stability, and a dropout rate of 25% is introduced to mitigate overfitting [38].
Convolution Block 2 shares the same structure as Block 1 but employs 128 filters. This filter increase
allows the network to capture more complex and abstract features from the input images. Convolution
Blocks 3 and 4 maintain the same architectural pattern, with 256 and 512 filters, respectively. These
blocks play a crucial role in feature extraction, as they can capture high-level patterns and details from
the handwritten city names. Global Average Pooling is applied at the end of the architecture. This
layer aggregates spatial information across feature maps by calculating the average activation at each
spatial location. This process results in a feature vector with a shape of (512) while retaining the number
of channels. Global Average Pooling provides an efficient way to summarize the spatial information
in the feature maps and is particularly useful for reducing model complexity. A densely connected
layer follows Global Average Pooling with 512 units. The Rectified Linear Unit (ReLU) activation
function is used in this layer. Additionally, a dropout rate of 50% is applied. These elements enhance
model regularization, preventing it from fitting noise in the training data and improving its ability to
generalize to unseen samples. The output layer consists of a dense layer with 64 units, corresponding
to the number of output classes representing the different city districts in Bangladesh. The softmax
activation function is employed in the output layer. It converts the raw model scores into class
probabilities, facilitating multi-class classification. The output layer determines the predicted city name
based on the input image. Throughout the architecture, batchNormalization and dropout functions
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are strategically placed to enhance the stability of the training process and promote generalization.
BatchNormalization helps mitigate internal covariate shifts, which can hinder training. Dropout
introduces a form of regularization, preventing overfitting by randomly deactivating a fraction of
neurons during training. Fig. 6 and Table 1 shown in architecture details show the proposed CNN

model.
input 224x224x3
v
rescaling
v Conv block
3x3 conv, 32
BatchNormalization() 3x3 conv'X" padding="valid
v activition = 'relu’
conv block 1 T
X=64
y 3x3 conv X' padding='valid
co“)‘(":l gcsk-z activition = 'relu’
v - v
con)\(rz?oscé 3 Maxpooling 2x2
v v
conv block_4 —
X=512 BatchNormalization()
Y v
GlobalAveragePooling2D() Dropout (0.25)
v
Dense(512)
v
Dropout (0.5)
v
Qutput layer, softmax, 64
Figure 6: Proposed CNN model of Bangla handwritten city name recognition system
Table 1: Details and layer information of the proposed architecture
Layer (type) Output shape Param
input_1 (InputLayer) [(None, 224, 224, 3)] 0
rescaling (Rescaling) (None, 224, 224, 3) 0
conv2d (Conv2D) (None, 112, 112, 32) 896
batch_normalization (Batch Normalization) (None, 112, 112, 32) 128
conv2d_1 (Conv2D) (None, 112, 112, 64) 18,496

(Continued)
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Table 1 (continued)

Layer (type) Output shape Param
conv2d_2 (Conv2D) (None, 112, 112, 64) 36,928
max_pooling2d (MaxPooling2D) (None, 56, 56, 64) 0
batch_normalization_1 (BatchNormalization) (None, 56, 56, 64) 256
dropout (Dropout) (None, 56, 56, 64) 0
conv2d_3 (Conv2D) (None, 56, 56, 128) 73,856
conv2d_4 (Conv2D) (None, 56, 56, 128) 147,584
max_pooling2d_1 (MaxPooling2D) (None, 28, 28, 128) 0
batch_normalization_2 (BatchNormalization) (None, 28, 28, 128) 512
dropout_1 (Dropout) (None, 28, 28, 128) 0
conv2d_5 (Conv2D) (None, 28, 28, 256) 295,168
conv2d_6 (Conv2D) (None, 28, 28, 256) 590,080
max_pooling2d_2 (MaxPooling2D) (None, 14, 14, 256) 0
batch_normalization_3 (BatchNormalization) (None, 14, 14, 256) 1024
dropout_2 (Dropout) (None, 14, 14, 256) 0
conv2d_7 (Conv2D) (None, 14, 14, 512) 1,180,160
conv2d_8 (Conv2D) (None, 14, 14, 512) 2,359,808
max_pooling2d_3 (MaxPooling2D) (None, 7,7, 512) 0
batch_normalization_4 (BatchNormalization) (None, 7,7, 512) 2048
dropout_3 (Dropout) (None, 7, 7, 512) 0
global_average_pooling2d (GlobalAveragePooling2D) (None, 512) 0

dense (Dense) (None, 512) 262,656
dropout_4 (Dropout) (None, 512) 0
dense_1 (Dense) (None, 64) 32,832

The compiled model is optimized using the Adam optimizer with a learning rate of le-3 [41].
The choice of optimizer and learning rate is crucial for efficient model training. The Adam optimizer

employs the following Eqs. (9)—(13):
m, = :31 .m_ + (1 - IBI) Y
Ve = ﬁz Vit (1 - 52) g?

* m,
mt =
C1-B
* Vi
vV =
C1-B
n
6, =6,_, — .m’
Jite

©)
(10)
(11)
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The model uses sparse categorical cross-entropy as the loss function, as it is well-suited for multi-
class classification problems. The sparse categorical cross-entropy loss is defined as Fq. (14):

L (y,j/) == Z; ij:l Vi - 10g07if\)

(14)
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The training process spans 100 epochs, representing the number of times the model processes the
entire training dataset. Early stopping is incorporated as a callback, which monitors the validation loss
[42]. If the validation loss fails to decrease by a significant margin (in this case, a minimum delta of
le-4) for a specified number of epochs (5 in this instance), the training process is halted. Early stopping
prevents overfitting and ensures the model is trained effectively without unnecessary epochs.

4.3 The Architecture of the State-of-the-Art Model Used in Bangla Handwritten City Name
Recognition

The architecture of the SOTA model used in Bangla handwritten city name Recognition is
built upon a combination of renowned pre-trained models, including VGG16 [43], EfficientNetB0
[44], ResNet50 [45], InceptionV3 [40], Xception [46], and DenseNet201 [47]. This composite model
is designed to leverage the strength of these architectures and achieve remarkable performance.
In the initial stages, each of these pre-trained models, VGG16, EfficientNetB0, ResNet50, Incep-
tionV3, Xception, and DenseNet201, is loaded with weights that were pre-trained on the ImageNet
dataset [48].

This initial step aims to harness the rich knowledge these models have acquired from general
image recognition tasks. The ImageNet weights provide a solid foundation for feature extraction.
What sets this architecture apart is the subsequent fine-tuning process. The pre-trained weights of
the base models are initially set as non-trainable by setting the trainable attribute to False. This
ensures that the invaluable knowledge captured in the pre-trained weights is preserved during the
initial phases of model training, allowing the model to function primarily as a feature extractor.
After preserving the pre-trained weights, the model is ready for fine-tuning. Fine-tuning is essential
in customizing the model for the specific task of Bangla handwritten city name recognition. During
fine-tuning, the model adapts the pre-trained weights to this new recognition task by learning task-
specific patterns from the dataset. The fine-tuning process optimizes the model’s performance for city
name recognition without completely overwriting the pre-trained knowledge. The model’s architecture
is summarized, including components such as VGG16, EfficientNetB0O, ResNet50, InceptionV3,
Xception, and DenseNet201. This summary provides an overview of the model’s structure, allowing for
a comprehensive understanding of its complexity. The output space of the model is tailored to match
the requirements of the recognition task, with 64 output classes, each corresponding to a different city
district in Bangladesh.

Data augmentation techniques are applied to the input images to prepare the model for fine-
tuning. Data augmentation is a critical element that enhances the model’s robustness and generaliza-
tion capacity by introducing random transformations to the training data. Next, the input pixel values
are rescaled to fall within the range of (—1, +1). This rescaling is essential for specific pre-trained such
as Xception, initially trained with inputs within this range.

Subsequently, the images are processed through the ensemble of pre-trained models. The
base_model, which is an amalgamation of VGGI16, EfficientNetBO, ResNet50, InceptionV3,
Xception, and DenseNet201, is employed as a feature extractor, with a focus on fine-tuning. The
training attribute is set to False to ensure that the base model operates in inference mode. The output
from the base_model undergoes Global Average Pooling 2D. This layer calculates the average value of
each feature map in the last convolutional layer, producing a feature vector with a shape of (512). This
pooling operation effectively summarizes spatial information while maintaining an efficient model
structure. Following Global Average Pooling, a dropout models, layer with a dropout rate 20% is
added. Dropout is a regularization technique that randomly deactivates a fraction of neurons during
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training, thereby preventing overfitting and improving model generalization [30]. After the dropout
layer, a dense layer with 512 units and ReLU activation is included [20]. This dense layer contributes
to further feature transformation and is enriched with the Rectified Linear Unit (ReLU) activation
function, defined as Eq. (15):

/ (x) = max (0, x) (15)

Load
Pre-trained
Model

'

Drop the last
FC layer to
create base
model

v

Unfreeze all
Collect Data the layers in

T the base
model

Prepare The Dataset ;

L] ; Add new MLP
with 2 FC

Apply data augmentation to enhance dataset size layers

+ ‘ / Compile
Training Validation Tasting model with
dataset dataset dataset low learning

rate

Train model

Y

Evaluate
model

—

Y

Predict The
Model

Figure 7: Proposed SOTA architecture of Bangla handwritten city name recognition system
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The output layer is dense to complete the model, with 64 units aligned with the 64 classes
representing different city districts. The softmax activation function converts the model’s raw scores
into class probabilities, a fundamental requirement for multi-class classification. The Architecture
state-of-the-art (SOTA) is shown in Fig. 7. In fine-tuning, the model fine-tunes the base models to
enhance their capability to recognize city names accurately. The fine-tuning process is supervised by
the specific task requirements and the dataset, enabling the model to adapt to Bangla handwritten city
name recognition nuances while retaining the knowledge acquired from ImageNet.

The compiled model is optimized using the Adam optimizer with a learning rate of le-3 [33].
The choice of optimizer and learning rate is crucial for efficient model training. The model uses sparse
categorical cross-entropy as the loss function, as it is well-suited for multi-class classification problems.
The training process spans 100 epochs, representing the number of times the model processes the entire
training dataset. Early stopping is incorporated as a callback, which monitors the validation loss. If
the validation loss fails to decrease by a significant margin (in this case, a minimum delta of le-4)
for a specified number of epochs (5 in this instance), the training process is halted. Early stopping
prevents overfitting and ensures the model is trained effectively without unnecessary epochs. This
advanced model architecture represents the convergence of different SOTA models, fine-tuned for
Bangla handwritten city name recognition. The fine-tuning process is pivotal, allowing the model to
adapt to the specific task while capitalizing on the knowledge gleaned from general image recognition,
culminating in a powerful and tailored solution for city name recognition.

The methodology outlined above lays the foundation for our proposed lightweight CNN model
and the fine-tuning process, integrating the strengths of various SOTA architectures. Now, we
transition to the results and analysis section, where we evaluate the model’s performance in Bangla
handwritten city name recognition and discuss the significance of our findings.

5 Result Analysis

The dataset used in this study plays a pivotal role in addressing the critical need for handwritten
Bangladeshi Bangla city name recognition. It is a comprehensive collection of handwritten samples
covering all 64 districts of Bangladesh, curated meticulously to serve as a vital resource for research and
development in the field of city name recognition, with a particular focus on the unique characteristics
of the Bangladeshi Bangla script.

When we turn our attention to the results, it is evident that established SOTA models and a
custom CNN architecture have achieved remarkable performance in the challenging task of Bangla
handwritten city name recognition. EfficientNetB0, VGG16, ResNet50, DenseNet201, InceptionV3,
and Xception each demonstrated a high degree of accuracy and precision, making them promising
candidates for practical applications in recognition technology. However, our custom CNN model,
referred to as “Our CNN,” emerged as the standout performer, showcasing near-perfect accuracy,
precision, and recall. These results reinforce the effectiveness of the dataset, the significance of metic-
ulous dataset engineering, and the potential of custom CNN architectures in real-world recognition
tasks. With a test accuracy of 99.97% and an F1 score of 99.95%, it represents a robust solution for
automating city name recognition. It holds considerable promise for broader applications beyond the
scope of this study. These results underscore the dataset’s role in advancing recognition technology
and its far-reaching real-world implications. The Confusion Matrix is shown in Fig. 8. The Training
and Validation Accuracy curve and Training and Validation Loss curve are shown in Fig. 9.
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of 99.75% and an impressive F1 score of 99.74%. It is precision and recall scores remained consistent
with F1, underscoring its capacity to handle the recognition task effectively. InceptionV3 displayed
an exceptional training accuracy of 99.91% and maintained strong performance on the validation and
test sets. With an F1 score of 99.62%, it demonstrates reliable recognition capabilities. Xception, while
slightly lower in validation and test accuracy, remained competitive with a test accuracy of 98.44%. Its
F1 score, precision, and recall values were relatively balanced, ensuring robust recognition.

Our CNN Model Our CNN Model
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Figure 9: (a) The training and validation accuracy curve and (b) Training and validation loss curve

In a comparative analysis against SOTA models, “Our CNN” stands out and excels in the domain
of Bangla handwritten city name recognition. It achieves a remarkably high test accuracy of 99.97%,
showcasing its proficiency in accurately identifying city names from handwritten samples. In contrast,
the SOTA models, including EfficientNetB0, VGG16, ResNet50, DenseNet201, InceptionV3, and
Xception, display test accuracies ranging from 98.44% to 99.75%. This significant gap in test accuracy
underscores the superior recognition capabilities of “Our CNN.” The F1 score, a pivotal metric
indicating the harmonious balance between precision and recall, provides further evidence of the
exceptional performance of “Our CNN.” With an outstanding F1 score of 99.95%, “Our CNN”
surpasses all the SOTA models, exhibiting F1 scores varying between 99.34% and 99.62%. The
comparison is shown in Fig. 10 and Table 2.
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Figure 10: Comparison among SOTA and our model

Table 2: Comparison among SOTA and our model

Model Train acc  Val acc Testacc  F1score Precision Recall ROC-AUC
EfficientNetBO 0.997 0.9962 0.9959 0.9959 0.9961 0.9959 0.9999
VGG16 0.9982 0.9987 0.9987 0.9987 0.9987 0.9987 0.9999
ResNet50 0.9931 0.9962 0.9987 0.9934 0.9937 0.9934 0.9999

DenseNet201  0.9877 0.995 0.9975 0.9974 0.9975 0.9975 0.9999
InceptionV3 0.9991 0.9969 0.9962 0.9962 0.9963 0.9962 0.9999
Xception 0.9972 0.9842 0.9844 0.98435  0.9847 0.9843 0.9999
Our CNN 0.9989 0.9996 0.9997 0.9995 0.9995 0.9995 0.9999

This underlines the model’s ability to achieve high precision and recall in recognizing Bangla city
names. “Our CNN” consistently outperforms its counterparts, making it a standout performer in
city name recognition. It demonstrates remarkable accuracy and recognition capabilities with a near-
perfect test accuracy, exceptional F1 score, and high precision and recall. This impressive performance
hints at the practical applications of “Our CNN,” particularly in automating postal services, where
precise city name recognition is essential. Consequently, these results contribute to the advancement of
Bangla handwritten recognition technology and hold significant real-world implications for improving
postal services in Bangladesh and similar contexts.

6 Discussion

We present a Lightweight CNN model for the recognition of handwritten Bangla city names for
postal automation or document analysis. A dataset with diversity has been collected with 9600 samples
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taken from all the country’s 64 districts considering data augmentation. It has achieved an extremely
high accuracy of 99.97% recognition rate by suggesting a lightweight CNN model, thus proving to
be superior to the existing models in efficiency as well as specificity. Among the methodological
innovations in our approach is the CNN for Bangladeshi District Name recognition implemented with
a lightweight of only 9 convolutional layers. On the other hand, a whole row of popular pre-trained
models, such as VGG16, ResNet50, DenseNet201, EfficientNetB0, InceptionV3, and Xception, has
a complex architecture with a considerable amount of layers. For example, about 215 is the average
number of layers of EfficientNetB0, while VGG16 combines about 16 layers of convolution, ResNet50
uses 50 layers, DenseNet201 juxtaposes 201 layers, and InceptionV3 has been composed of 48 layers.
This comparison underlines the simplicity and efficiency of our model that achieves competitive
performance in recognition of Bangla handwritten city names. Developing recognition models and
establishing benchmark datasets are pivotal in propelling research in this field. In its exploration
of CNN-based handwritten city name recognition, this paper contributes to a broader narrative of
automation and efficiency enhancements across numerous industries. In the forthcoming sections,
we will embark on a comprehensive journey, delving into this innovative approach’s methodologies,
results, and implications. The tapestry of handwritten city name recognition, woven with the threads of
CNN-based deep learning, holds immense promise in simplifying complex document-related processes
and enhancing efficiency in our increasingly digitized world [18]. Table 3 provides a comparative
analysis of test accuracy, model parameters, and model size for various deep learning models and
our CNN model.

Table 3: Analysis of test accuracy, model parameters, and model size

Model Test accuracy Params Size (MB)
EfficientNetBO 0.9959 5.3M 29
VGG16 0.9987 138.4M 528
ResNet50 0.9987 25.6M 98
DenseNet201 0.9975 20.2M 80
InceptionV3 0.9962 23.9M 92
Xception 0.9844 22.9M 88

Our CNN 0.9997 5.002M 19

7 Conclusion and Future Work

This study has presented a robust solution for Bangla handwritten city name recognition that is
tailored to the distinct characters and forms of both the Bangladeshi Bangla script and the districts. It
has undergone a meticulous process of curation and standardization, transforming it into a valuable
asset available for advancing recognition technology. When measured against test performance, all
results were over 99%, unlike the test accuracies of SOTA models: EfficientNetB0, VGG16, ResNet50,
DenseNet201, InceptionV3, and Xception—as reported in previous research. However, the major
highlight in the current work is our custom CNN model “Our CNN,” demonstrating both accuracy
and F1 score and highlighting its close-to-perfection recognition capabilities. Such findings highlight
the vital necessity of dataset quality and point the way toward original CNN architectures in
recognition tasks. The excellent performance of “Our CNN” also lays down ways of application in
practice, especially with automation of postal service activities having a big focus on the proper naming
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of cities. Handwritten recognition technology has applications like regional administration, census
data collection, and various postal delivery services. The study is a success as it opens a new field
for future research in the domain of handwritten recognition technology, with elaborated algorithms,
model architectures, and curation techniques for datasets being developed. Moreover, the results show
potential to recognize handwritten text from other regional scripts and languages. Further research
should look into ways to overcome challenges encountered in this research, including possible biases
from limited handwriting styles, increasing generalizability to other scripts and regions, as well as
exploring scalability and adaptability of the CNN architecture for broader recognition tasks. This way,
it will be able to derive meaning from unevenly captured documents and thus work towards improved
and broader applicability of recognition technology.
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