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ABSTRACT

The rapid development of Internet of Things (IoT) technology has led to a significant increase in the computational
task load of Terminal Devices (TDs). TDs reduce response latency and energy consumption with the support of
task-offloading in Multi-access Edge Computing (MEC). However, existing task-offloading optimization methods
typically assume that MEC’s computing resources are unlimited, and there is a lack of research on the optimization
of task-offloading when MEC resources are exhausted. In addition, existing solutions only decide whether to accept
the offloaded task request based on the single decision result of the current time slot, but lack support for multiple
retry in subsequent time slots. It is resulting in TD missing potential offloading opportunities in the future. To
fill this gap, we propose a Two-Stage Offloading Decision-making Framework (TSODF) with request holding
and dynamic eviction. Long Short-Term Memory (LSTM)-based task-offloading request prediction and MEC
resource release estimation are integrated to infer the probability of a request being accepted in the subsequent
time slot. The framework learns optimized decision-making experiences continuously to increase the success rate
of task offloading based on deep learning technology. Simulation results show that TSODF reduces total TD’s
energy consumption and delay for task execution and improves task offloading rate and system resource utilization
compared to the benchmark method.
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1 Introduction

The rapid development of the Internet of Things (IoT) in recent years has resulted in insufficient
Terminal Device (TD) computing capabilities [1]. To solve this issue, computing task offloading
technology moves tasks to other servers for execution [2]. With the support of task offloading
technology, TDs can delegate computing-intensive tasks to cloud computing platforms with sufficient
resources, clout-lets in local area networks, and various edge computing nodes [3]. However, resource-
rich cloud computing platforms are usually far away from TD [4], which will generate more network
transmission delays [5]. In addition, traditional edge computing nodes and cloud-lets cannot support
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TD mobility well. Although Mobile Cloud Computing (MCC) supports the mobility of terminal
devices, it still cannot solve the problem of high network communication latency [6].

The latest development trend is to offload the computing tasks of TDs to the Multi-access Edge
Computing (MEC) network. Since the network communication distance between MEC and TDs is
usually only one hop, and MEC supports the mobility of TDs very well [7]. However, MEC is different
from MCC, and MEC has relatively limited computing resources. Therefore, task offloading decisions
and resource allocation need to be optimized [8].

A large number of existing solutions to support MEC computing decision-making and resource
allocation introduce traditional mathematical algorithms, heuristic algorithms, AI-based methods, etc.
[9]. However, they only directly decide whether the computing task is run locally on the TD or on the
MEC based on the decision result of the current time slot. Although some algorithms consider the
problem of task offloading for multiple time slots in the future, they do not consider the problem
of maintaining task offloading requests to strive for more offloading opportunities in multiple time
slots in the future and notify TD as early as possible to start task execution locally. In MEC under
conditions of relatively insufficient resources. This way, TDs may lose task offloading opportunities
in the next few time slots and cause an increase in the overall task execution delay.

In this work, we focus on optimizing the task offloading decision optimization problem of IoT
computing tasks under insufficient MEC resources. To overcome the limitations of single timeslot
optimization, this study adopts a combined approach utilizing task offloading load prediction and
virtual decision-making for subsequent timeslots to seek additional available resources for task
offloading requests. In the proposed two-stage task offloading decision framework, the Deep Q-
Network (DQN)-based decision generation algorithm and the Long Short-Term Memory (LSTM)-
based task request time series prediction algorithm jointly predict the possibility of each offloading
request being approved in future time slots, thereby determining the optimal offloading of the
offloading task. strategies and reduce overall task execution time.

• This study provides an in-depth analysis of the performance limitations of existing IoT task
offloading methods in resource-constrained MEC networks and elucidates that the cause of this
problem is the lack of ability to maximize the potential acceptance opportunities for offloading
requests.

• Combining task offloading request prediction and online offloading decision generation to
infer the probability of offloading requests being accepted.

• Jointly consider the delay-sensitivity of computational tasks and the predicted completion time
to adjust strategies of offloading requests entails holding and eviction for optimizing decision-
making.

• Simulation experiment results show that the proposed framework reduces the task completion
time and energy consumption and improves the MEC utilization of the system.

The rest of this study is organized as follows. Section 2 discussed the related work of the IoT
task offloading method in MEC. Section 3 illustrated the proposed two-stage task offloading decision
framework. Section 4 presented the performance evaluation and result discussion. The conclusion was
given in Section 5.

2 Related Works

As a key technique in IoT task offloading, the optimization of offloading decisions and resource
allocation has been extensively studied in the past decades [10–13]. Classic task decision-making
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methods based on mathematical optimization are relatively mature. Such methods can usually find
the global optimal solution in a strict mathematical sense [14–16]. However, this method requires
mathematical modeling for specific application scenarios, so it has poor dynamic adaptability. In
addition, this type of optimization method performs poorly when dealing with complex constrained
problems with high-dimensional nonlinearity. The task offloading decision-making method based
on game theory allows multiple participants to negotiate, and this method is suitable for adversarial
task offloading and resource allocation scenarios [17,18]. This method is usually more conducive to
ensuring that all parties involved receive relatively fair benefits. In addition, task offloading solutions
based on game theory can better avoid system bottlenecks and single-point failures. However, such
methods lead to a rapid increase in computational complexity when the number of participants is
large, resulting in solution difficulties. In addition, this type of method may have difficulty converging
in a dynamic system environment, and the game equilibrium state may be unstable. The task offloading
optimization method based on fuzzy theory can more comprehensively consider multiple factors that
affect decision-making effects and can use simpler models to describe complex real-life problems,
thereby reducing the complexity of problem modeling. However, the performance of such methods
is usually poor and the system output results are not intuitive. Based on heuristic methods, we do
not seek the absolute optimal solution but seek relatively better solutions [19,20]. This method is cost-
effective and suitable for solving large-scale problems. However, such methods are prone to falling into
local optimal problems.

In order to cope with large-scale and dynamic complex computing task offloading application
scenarios, various decision-making optimization methods based on AI technology have emerged
in large numbers in the past decade [21,22]. This method has self-learning capabilities and can
continuously optimize the model itself based on historical data and experience. In addition, AI-based
task offloading decision-making methods can usually discover complex relationships hidden in high-
dimensional data, so it is easy to find the global optimal solution. Moreover, this type of method can
better adapt to dynamic changes in the network environment [23,24]. However, the methods discussed
above lack the prediction of the offloading environment status for multiple time slots.

Besides, some researchers consider prediction with the computational load on the edge server.
However, such studies mainly focus on the prediction of load on computing nodes but ignore the
prediction of characteristics of task offloading requests from TD [25,26]. In addition, the AI models
selected in a small number of studies can generate predictions of task scheduling decisions for multiple
time slots in the future. However, no consideration is given to finding as many offloading opportunities
as possible for offloading tasks in multiple time slots. We selected representative research works of
different technical classifications for analysis, which cover common binary and partial task offloading
optimization methods. The focus of the study is to analyze the start time of local execution tasks
after the offload request is rejected. Table 1 shows the characteristics of representative task offloading
algorithms to initiate local task execution.

Table 1: Comparison of task offloading optimization algorithm characteristics

Ref. Year Type Method Mode Paradigm Response to offloading
decisions

[27] 2024 AI Meta rein-
forcement
learning

PO MEC/IOT Starting local task execution
after an offloading request
has been rejected

(Continued)
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Table 1 (continued)

Ref. Year Type Method Mode Paradigm Response to offloading
decisions

[28] 2023 AI Q-learning PO MEC/IIOT Starting local task execution
after an offloading request
has been rejected

[29] 2023 AI DDPG PO MEC/IIOT Starting local task execution
after an offloading request
has been rejected

[30] 2021 Heuristic GA BO MEC/IOT Starting local task execution
after an offloading request
has been rejected

[31] 2023 Heuristic NSGA-III PO MEC/IOT Starting local task execution
after an offloading request
has been rejected

[32] 2021 Lyapunov Lyapunov-
guided
DRL

BO Multi-user
MEC

Starting local task execution
after an offloading request
has been rejected

[33] 2022 Lyapunov Classic
lyapunov

PO MEC/IOT Starting local task execution
after an offloading request
has been rejected

[34] 2021 Game
theory

Coalitional
game-based

BO MEC/IOT Retry in the next decision
cycle

[35] 2023 Classic Mathematical
optimiza-
tion

BO MEC/UAV Starting local task execution
after an offloading request
has been rejected

Note: Abbreviations: BO, Binary offloading; PO, Partial offloading.

The available resources of the MEC change dynamically due to the dynamics of task offloading
requests and the completion of the running of computing tasks on the MEC. According to the review of
literature, the majority of decision mechanisms only rely on the current slot’s task offloading network
condition to make the final offloading decision. This results in rejected tasks immediately starting
execution locally on the TD, missing the opportunity to seek edge computing resources in more time
slots. We illustrate this issue with Fig. 1, which represents a common problem widely observed in
similar studies [28,33,35,36].

It can be found in Fig. 1 that appropriately retrying to obtain the opportunity of task offloading
in several adjacent decision cycles will be beneficial to reducing the completion time of the task after
the first task offloading application is rejected. However, starting local task execution prematurely and
excessive offload retries will increase task completion time.
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Figure 1: Completion time of different task execution locations

3 Materials and Methods

In this section, the Two-Stage Task Offloading Decision Framework (TSODF) is proposed to
allow offloading decision attempts across multiple time slots. In this method, best-effort decision
optimization is performed on offloading requests and task allocation in each slot based on Deep
Q-learning. In addition, the historical TD task offloading requests are input into the prediction
model based on SLTM in time series to predict the task request load of multiple time slots in the
future. Furthermore, the offloading decision for pending requests in future time slots is reasoned
by combining the inferred MEC available computing resources and predicted TD task offloading
requests. This enables the assessment of the cost and benefits of pending task requests. Subsequently,
optimized decisions with higher request acceptance rates are output to reduce task execution latency
and energy consumption.

We consider a MEC system, where M IoT TDs and an EMC server. Let D = {d1, d2, . . . , dm},
denote the sets of the TDs. The MEC server S has powerful computing power Cs and unlimited
battery life. We assume that every computational task is indivisible and let T = {t1, t2, . . . , tn}. Each
TD can choose to execute tasks locally or offload computing tasks to MEC for execution. Fig. 2
depicts the task offloading system model targeted by TSODF, referencing a typical MEC network
architecture [37].

Figure 2: The system architecture of task offloading in MEC

In the proposed framework, the DQN-based decision-making model performs best-effort opti-
mized task offloading decisions for each time slot. Based on the allocated MEC server resource
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records, TSODF estimates the CPU resources available in each future time slot. The LSTM-based
prediction module predicts task offloading requests in several future time slots based on historical
TDs task offloading request records. TSODF jointly analyzes the above information to determine
whether to continue to look for offloading opportunities for waiting task offloading requests, and
outputs the optimized final decision result. Fig. 3 shows the proposed system framework of TSODF.
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Figure 3: The system model of TSODF

TSODF contains two main work stages, in which stage 1 performs the generation of optimal
offloading decisions in each decision cycle based on deep reinforcement learning; stage 2 performs
task offloading request load prediction based on LSTM. In addition, TSODF estimates the available
resources of the future MEC server based on the decision results that have been generated. Thus,
TSODF infers the probability that a task offloading request will be accepted in the future for
offloading tasks that have not yet been accepted. Based on this mechanism, task offloading requests
will be suspended waiting for an upcoming acceptance opportunity or starting local execution
immediately.

The DQN-based but time-slot offloading decision generation method is discussed in
Section 3.1. Section 3.2 introduces the task offloading request prediction method based on LSTM.
The complete TSODF framework workflow is given in Section 3.3.

3.1 Single Time-Slot Offloading Decision Based on DRL

In order to make task offloading request decisions for each time slot based on available MEC
resources, we build an adaptation algorithm based on DRL technology. Different from previous
research, the DRL-based decision-making algorithm constructed needs to run synchronously with
other modules on a global scale.

The system state in each time slots t can be presented as follows:

st = {CS (t), LoadD (t), QueueLengthT (t), TD (t)} , (1)

where CS (t), LoadD (t), QueueLengthT (t) and TD (t) symbolize the current load of the server, the load
status of the TD, the length of the task queue, and the type of task, respectively. In addition, more
content can be added to the state space in different scenarios without affecting the working logic of the
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proposed framework. The task offloading decision and the computing resource allocation constitute
the action space at epoch time slot t can be described as:

at = {
Xi,j (t)

}
, (2)

where at is the task offloading decisions. In addition, the object is to minimize the joint cost and the
system reword. Consider system states as follows:

Eexec,i,j = Ci

Cj

× Pj, (3)

where Eexec,i,j represents the energy consumption of task execution, Cj is the computing power of device
dj. The transfer time of a task is calculated as follows:

Ti,j = Wi

B
, (4)

where Wi and B represent the data size of the task and network bandwidth, respectively. The energy
consumption of TD for network transmission task data is calculated as follows:

Etrans,i,j = (
Tup,i,j + Tdown,i,j

) × Ptrans, (5)

where T and P represent transmission time and RF power consumption, respectively. This way, the
total energy consumption and latency can be calculated as follows:

Etotal =
∑

i∈T

∑
j∈D

(
Eexec,i,j + Etrans,i,j

) × Xi,j, (6)

Li = Ei,j + Tup,i,j + Tdown,i,j, (7)

We consider energy consumption and latency together to form the reward as follow of reinforce-
ment learning:

R = α · Etotal + β · Li, (8)

where α and β are weight factors used to balance the importance of different rewards.

Through the reinforcement learning process, the optimal transfer strategy will be found to obtain
the relatively optimal solution of the offloading decision for each time slot i. As Algorithm 1 shows,
DQN-based decision generation and resource allocation work in cycles for each time slot, which is
composed of three main parts:

1) Randomly initialize the deep neural network and generate offloading decisions and resource
allocations for continuously incoming task offloading requests (lines 1–10).

2) Execute the offload decisions generated by the preceding steps and collect updated system sta-
tus. Meanwhile, the rewards for offloading decisions are calculated based on the accumulated
delay and energy consumption (lines 11–13).

3) Cache continuously generated decisions, system state, and rewards. Records from the cache are
randomly selected to train and update the weights of the neural network. Thus, the decision-
making capabilities of algorithms will continue to improve (lines 14–19).

Algorithm 1: DQN Based Task Offloading Decision-Making and Resource Allocation
Input: state Φ (i), action Θ (i)
Output: offload decision for time slot i

(Continued)
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Algorithm 1 (continued)
1. Initialize: set the evaluation and the target network with random weight θe and θt

2. for episode =1, M do
3. for i = 1, I do
4. Observe the state Φ (i)
5. Random value τ between 0 and 1
6. If τ < ε then
7. Choose an action at random
8. else
9. Select Θ (i) = argmaxΘQ (Φ(i), Θ(i), θe)

10. end if
11. Perform action Θ (i)
12. Observe the next step state Φ (i + 1)

13. Realize R
14. Store Φ(i), Θ(i), r(i), Φ (i + 1) in experience memory E
15. Randomly select sample

(
Φj, Θj, rj, Φj+1

)
from E and calculate TD target

16. Update Q and θe

17. Execute a gradient decent step on Loss (θe)

18. if i == C then
19. Update the target network weight parameter with θt = θe

20. end if
21. end for
22. end for

3.2 IoT Task Offloading Request Prediction

In order to predict the task offloading request load from TD in each subsequent time slot, we build
a task offloading request sequence prediction algorithm based on LSTM. The prediction includes
the number, size, CPU requirements and deadline of subsequent tasks that need to be offloaded.
This algorithm provides a calculation basis for the decision-making optimization in the second stage.
Let H(t) denote the offloading task request time series composed of tasks Γn,k (i), and input it into
the LSTM-based prediction model on a rolling basis. In order to output the predicted values of
multiple attributes for the offloading task, we added three fully connected layers to the output of
the LSTM network. This way, the prediction mode will output Γn,k (i + 1, i + 2, . . . , i + �), where �

is half the slot required for the longest task execution in history. Fig. 3 presents the structure of the
task offloading request prediction model. As shown in Algorithm 2, its implementation includes two
steps:

1) Task offloading requests from TDs are continuously collected and saved in order, thereby
generating time series data for training the LSTM-based prediction model network. The
collected task request characteristics include type, size, deadline, etc. (lines 1–7).

2) Predict task offloading requests for subsequent time slots based on the trained LSTM model.
The predicted output value for each round contains the task characteristics of offloading
requests for multiple consecutive time slots. The prediction is moved forward continuously
through the decision-making cycle (lines 8–12).
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Algorithm 2: LSTM Based Task Offloading Request Prediction
Input: Historical request sequence H (i)
Output: Predicted TD task offloading request sequence Qi+ω

1. Collect task offloading requests from TDs
2. Split collected request data into train and test sets
3. Connect input units, LSTM unit and three fully connected output units
4. Set up optimizer
5. for epochs do
6. Train the LSTM network
7. end for
8. for i = 1, I do
9. Input H (i) into the LSTM network
10. Make predictions
11. Return Qi+ω

12. end for

3.3 Offload Decision Optimization with Offload Request Retention and Eviction

It is necessary to judge the possibility of each waiting request being accepted in multiple time slots
in order to find as many offloading opportunities as possible for tasks from TD within the appropriate
range. The completion time of the task will be shortened if the offloaded task can be executed in the
MEC after waiting for several time slots. In contrast, TD should be notified as early as possible to
start local task execution when no offloading opportunity can be found for the task in the future. This
way, it’s needed to combine available MEC resources, predicted results of task offloading requests, and
the latest offloading decision results to generate optimized offloading decisions D∗

n,k. Fig. 4 shows the
working principle of the TSODF, and Algorithm 3 shows the specific workflow.

Figure 4: The working principle of TSODF

The main idea of TSODF is to find the possibility of being accepted for a currently unaccepted
task offloading request in future time slots based on the estimation of the release of available
resources of the MEC server and the prediction of subsequent task offloading requests from TD. The
LSTM neural network in the framework is responsible for predicting future task offloading request
sequences to understand in advance the load that the MEC server will bear. The DQN-based task
offloading decision making module is responsible for generating the optimal offloading decision
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for the current time slot. In addition, the DQN module is also responsible for generating future-
oriented virtual offloading decisions based on predicted task requests and service resource availability
of countermeasures. Thus, TSODF decides whether the task should be wait to be accepted. As shown
in Algorithm 3, its implementation includes four steps:

1) Call Algorithm 1 to generate the local optimal offloading decision and resource allocation for
the task offloading request in the current time slot (lines 1–5).

2) Call Algorithm 2 to predict the task offloading request characteristics of subsequent time
slots, and the expected resource consumptions of the edge server are estimated based on the
prediction results (lines 6–7).

3) The joint predicted task offload request load and the current operating state of the edge server
invoke Algorithm 1 to generate offload decisions and resource allocations for future virtual
time slots (lines 8–11).

4) The possibility of the task offloading request being accepted in subsequent time slots is
speculated based on the inference results. Thus, the holding and eviction decision of the task
offloading request is generated (lines 12–15).

Algorithm 3: Offloading Request Holding and Eviction
Input: MEC CPU cycle per time slot Ftotal, bandwidth B, task required CPU cycle cn,k, task types K,
task offloading request Γn,k (i)
Output: optimized offloading decision D∗

n,k

1. for timeslot i in I do
2. Calculate the number of timeslots � for the average task processing time
3. Call algorithm 1 to generate offloading decisions Dn,k for the time slot i
4. if Dt �= 1 do
5. ω = �/2
6. Call algorithm 2 to predict task offloading requests from Γi

n,k to Γi+ω

n,k

7. Ffree
i = Ftotal −

i+ω∑
i

f mec
n,k

8. Call algorithm 1 to generate offloading decisions Dn,k for the time slot i + ω

9. for t =1, ω do
10. if dt

n,k == true do
11. Calculate the completion time for Γn,k

12. if τn,k ≥ Ln,k do
13. Evict task offloading requests from buffer
14. else
15. Keep holding
16. end if
17. end if
18. end for
19. end if
20. end for

In Algorithm 3, line 1 constructs a time slot-based algorithm to continuously run the main loop
(line 1). Calls Algorithm 1 to generate the optimal task offloading decision for the current time slot
(lines 2 and 3). Temporarily holds currently unaccepted task offloading requests and calls Algorithm
2 to predict future task offloading request trends (lines 4–6). Estimates the available resources of the
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future MEC server based on known task offloading decisions (line 7). Calls Algorithm 1 to virtually
generate offloading decisions for the next decision cycle (line 8). Determines the possibility that the
offload request in the holding state will be accepted in multiple time slots in the future based on the
prediction results of the previous steps (lines 9–15). Unloading requests for tasks that are about to get
an unloading opportunity continue to be maintained. On the contrary, local execution is started for
tasks that have no chance of offloading in the short term.

4 Results and Discussion

In this section, numerical results are presented to evaluate the performance of the proposed
TSODF framework. Simulation environment information is given in Section 4.1. The results of the
experiments and data analysis are discussed in Section 4.2.

4.1 Simulation Settings

To assess the evaluation of IoT task offloading in MEC, we adopt an MEC computing network,
where there is an MEC server with an access point (AP) which covers a range of 50 m. The wireless
channel bandwidth is set to 40 MHz, and N = 10 TDs are randomly distributed in the coverage of
the wireless AP. The computing capacity of a TD is set to 0.8 GHz. The total CPU cycle of MEC
server is set to 4 GHz. The transmit power of a TD is set as 100 mW and the background noise SRn is
−100 dBm. The range of task size is set from 300 to 1024 KB. The deadline for each task is randomly
generated from 0.1 to 2 s. The simulation environment was built on the Windows 10 operating system,
and Python 3.10 was selected as the program running environment. The computer hardware comes
with inter I7 CPU, and 16 GB RAM. Table 2 lists the key parameters in the simulation.

Table 2: Parameter settings in the simulation

Parameters Value and unit Parameters Value and unit

Number of TDs 10 Transmission power of TDn 100 mW
Total number of task types 5 Background noise power −100 dBm
Probability of type-k task
requested

0 < Pi,j < 1 Data size of task 300–1024 KB

Available CPU cycle of TDn 0.8 GHz CPU requirement to process 100–10000
Megacycles

Computing capability of
MEC

4 GHz Deadline of task 0.1–2 s

4.2 Analysis of Results

The task offloading rate is one of the main indicators used to measure the task offloading
mechanism. It is the ratio of offloaded tasks to the total task volume [38]. The average task
completion time is an important indicator for evaluating the task offloading mechanism and is used
to demonstrate the time saving benefits of task offloading [39]. The average energy consumption of
task completion is used to measure the energy saving benefit of task offloading [40].

In order to verify the TSODA, we compare the task offloading rate with classical DQN-based
decision making method.
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• TD only (TO). The TO solution denotes that all IoT tasks will be processed on TDs.
• MEC only (MO). The MO solution denotes that all IoT tasks will be processed on the MEC

server. In addition, the computing resources of the MEC server will be evenly allocated to each
IoT task.

• Classic DQN (Classic-DQN). IoT tasks will be distributed and processed between the MEC
server and TDs based on a pure DQN-based offloading decision-making method.

• Two-Stage Task Offloading Decision Framework (TSODF). The TSODF solution denotes that
all IoT tasks will be processed according to the decisions given by the two-stage task offloading
decision framework.

Fig. 5a shows the comparison between 4 schemes. It can be observed that the convergence time of
TSODF with added task offloading prediction is not much different from the classic DQN scheme.
However, the delay of tasks scheduled by the TSODF algorithm is significantly improved compared to
the classic DQN method. Fig. 5b shows the latency differences between various offloading decision
algorithms for task offloading requests with different task sizes. It can be seen that when the total
amount of offloading task requests is greater than the upper limit of the computing power of the
MEC server, the delay of the classic DQN method is close to that of the MEC-only method. However,
the delay of the TSODF method stabilizes at a relatively low level for a long time.

Figure 5: (a) Performance of different algorithms under total task sizes D = 100 Mb. (b) Delay with
different total task sizes

In this study, the energy consumption of TD is the most focused indicator and the energy
consumption of the MEC server is not calculated due to the limited battery capacity of TD. The
TSODF algorithm allocates more computing tasks to the MEC server for execution, thereby reducing
the energy consumption of TD.

Fig. 6a presents the differences in TD energy consumption of various task offloading methods.
In addition, Fig. 6b shows the difference in utilization of MEC server computing resources by each
method. In the MEC network environment, the offloading rate of IoT computing tasks offloading
refers to the ratio of offloading computing tasks from the local execution of IoT devices to edge
computing nodes. It is one of the important indicators to measure the algorithm since each method
always offloads as many tasks as possible from TD to the MEC network. Fig. 7a,b respectively show
the difference between the offloading rates of the task offloading decision-making methods under
different task sizes and different TD numbers.
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Figure 6: (a) Total TD’s energy consumption. (b) System resource utilization

Figure 7: (a) Task offloading rate with different total task sizes. (b) Task offloading rate with different
numbers of TDs varies from 1 to 10

5 Conclusion

In this work, the optimization of IoT task offloading decisions in MEC is studied in depth. Dif-
ferent from previous work, the proposed Two-Stage Task Offloading Decision Framework (TSODF)
considers the continuous optimization of multiple attempts for unapproved offload requests when
MEC resources are insufficient. The TSODF is designed to explore available edge computing network
resources to accept task offloading requests from TDs. In this way, the success rate of task offloading
and the utilization of edge computing resources are increased, resulting in overall reductions in task
completion time and energy consumption. In addition, the request eviction reduces the delay for local
task execution in waiting for decision-making. Simulation results show that the performance of the
proposed task offloading framework improves the overall task offloading rate and reduces the overall
task execution latency and energy consumption compared to the classical DQN-based task offloading
decision scheme. Although only the case of DQN-based offloading decision generation techniques
is considered in this paper, the proposed framework can be easily extended to the scenarios with
the different types of offloading decision generation techniques. For future work, we will investigate
optimization methods for IoT task offloading decisions in MEC environments supporting scalable
IoT networks.
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