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ABSTRACT

Malware attacks on Windows machines pose significant cybersecurity threats, necessitating effective detection and
prevention mechanisms. Supervised machine learning classifiers have emerged as promising tools for malware
detection. However, there remains a need for comprehensive studies that compare the performance of different
classifiers specifically for Windows malware detection. Addressing this gap can provide valuable insights for
enhancing cybersecurity strategies. While numerous studies have explored malware detection using machine
learning techniques, there is a lack of systematic comparison of supervised classifiers for Windows malware
detection. Understanding the relative effectiveness of these classifiers can inform the selection of optimal detection
methods and improve overall security measures. This study aims to bridge the research gap by conducting a
comparative analysis of supervised machine learning classifiers for detecting malware on Windows systems. The
objectives include Investigating the performance of various classifiers, such as Gaussian Naïve Bayes, K Nearest
Neighbors (KNN), Stochastic Gradient Descent Classifier (SGDC), and Decision Tree, in detecting Windows
malware. Evaluating the accuracy, efficiency, and suitability of each classifier for real-world malware detection
scenarios. Identifying the strengths and limitations of different classifiers to provide insights for cybersecurity
practitioners and researchers. Offering recommendations for selecting the most effective classifier for Windows
malware detection based on empirical evidence. The study employs a structured methodology consisting of
several phases: exploratory data analysis, data preprocessing, model training, and evaluation. Exploratory data
analysis involves understanding the dataset’s characteristics and identifying preprocessing requirements. Data
preprocessing includes cleaning, feature encoding, dimensionality reduction, and optimization to prepare the data
for training. Model training utilizes various supervised classifiers, and their performance is evaluated using metrics
such as accuracy, precision, recall, and F1 score. The study’s outcomes comprise a comparative analysis of supervised
machine learning classifiers for Windows malware detection. Results reveal the effectiveness and efficiency of each
classifier in detecting different types of malware. Additionally, insights into their strengths and limitations provide
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practical guidance for enhancing cybersecurity defenses. Overall, this research contributes to advancing malware
detection techniques and bolstering the security posture of Windows systems against evolving cyber threats.
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1 Introduction

The escalating threat of malware in contemporary digital ecosystems, especially within Windows
operating environments, underscores the urgent need for robust detection mechanisms. Malicious
software, spanning a spectrum from viruses to ransomware, poses severe risks including data breaches,
system compromise, and operational disruptions. Consequently, the development of effective malware
detection methodologies has become paramount for safeguarding systems and data integrity.

Supervised machine learning offers a promising avenue for malware detection, leveraging labeled
datasets to train classifiers capable of discerning malicious patterns and behaviors. Among the
diverse array of supervised learning algorithms, Gaussian Naïve Bayes, K Nearest Neighbors (KNN),
Stochastic Gradient Descent Classifier (SGDC), and Decision Tree have emerged as notable con-
tenders for malware detection. However, a comprehensive comparative analysis of these classifiers,
specifically tailored for Windows malware detection, is notably absent from existing literature.

The malware industry, like any other software industry, is a stable, well-organized, and well-funded
market and is taking measures to evade traditional security measures. To solve the issue of malware
attacks on Windows machines, Microsoft decided to take countermeasures to detect possible attacks
before they happened and then make their system more secure and more durable [1]. This is an essential
measure to take because once the malware successfully hits the system and manages to take control
of the system, the valuable information of the end user or a business or sensitive information may
be at stake which may result in a drastic drop in the clients’ trust on the Microsoft’s system. So,
Microsoft challenged the data scientists and data analysts from across the globe to make the prediction
on the data provided by them which is the real data by hiding the end user’s private details. There are
numerous data-driven techniques imposed as research work to determine the in-time possibility of
malware attacks on machines to better tackle it to minimize the loss associated with the attack [2].
Some of these techniques work on executable processes while others draw out the patterns from the
malware data to match the programs to check whether it is malware. Our proposed work takes the data
which is System configurations such as ‘Machine Version’, ‘Operating System (OS) version’, ‘Processor
type’, ‘firewall’, etc., and predicts the malware attack using supervised Machine Learning techniques.
We applied various classification techniques to the given data and compared the outcomes of these
techniques during the analysis. If we talk about the motive for this research, Microsoft, who offered
a $25,000 reward on the international data science competition website “Kaggle,” is the motivating
factor behind it. The threat posed by malware to Windows operating systems is the highest of all the
companies competing in this industry, Microsoft likewise handled this issue seriously. All the machines
that are affected by the malware threats, around 87% of them are Windows machines, which is a huge
figure and a serious indication for Microsoft to consider security improvements in their operating
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systems. The task here is to analyze the system configuration and build the model which in turn
would be able to predict the probability of malware attack on the system with provided facts and
system configurations [3–5]. This prediction is for the Windows operating system as the data gathered
is provided by Microsoft from their Windows operating system users. The dataset is provided by
Microsoft from their Windows machine users by considering the end user privacy, so the identification
is hidden. The data is sampled by taking a major proportion of the machines hit by malware. Also,
during the exploration of the data, we figured out that the data is balanced and contains almost equal
amounts of both target classes, the one in which malware was detected and the one in which malware
wasn’t detected. This makes sure that our classification is unbiased.

The main contributions of this article are as follows:

1. Predicting whether a Windows Personal Computer (PC) would probably decline prey to a
malware assault.

2. Prediction of malware attack using system configuration data, such as machine version, OS
version, processor type, and a firewall based on machine learning.

3. On the feature set, feature selection techniques have been used to extract the most significant
features, which can reduce computation requirements without affecting the detection perfor-
mance of machine learning algorithms.

4. Comparing the accuracy of the predicted results from various machine learning classification
algorithms, including K Nearest Neighbors (KNN), Support Vector Machine (SVM), and
others.

1.1 The Necessity of Performing a Comparative Analysis

Performing a comparative analysis of supervised machine learning-based Windows malware
detection methods is essential for several reasons.

Firstly, the landscape of cybersecurity threats, particularly those targeting Windows systems, is
constantly evolving. As attackers develop more sophisticated malware variants, it becomes crucial for
security researchers and practitioners to assess the effectiveness of different detection approaches. A
comparative analysis allows for the systematic evaluation of multiple supervised machine learning
classifiers, providing insights into their performance in detecting a diverse range of malware samples.

Secondly, by conducting a comparative analysis, researchers can identify the strengths and
weaknesses of each classifier in the context of Windows malware detection. Different classifiers may
excel in certain scenarios based on factors such as dataset characteristics, feature extraction methods,
and model complexity. Through rigorous evaluation using standardized metrics, such as accuracy, True
Positive Rate (TPR), and False Positive Rate (FPR), researchers can determine which classifiers offer
the highest levels of detection accuracy and robustness across various malware families and attack
vectors.

Lastly, a comparative analysis facilitates the selection of the most effective supervised machine
learning approach for Windows malware detection in practical settings. By identifying the top-
performing classifiers, cybersecurity professionals can make informed decisions when deploying
detection systems in real-world environments. This ensures that resources are allocated efficiently
and that organizations can effectively defend against evolving threats. Moreover, the insights gained
from the comparative analysis contribute to the advancement of malware detection techniques, driving
innovation in the field of cybersecurity research and enabling the development of more resilient defense
mechanisms.



2920 CMC, 2024, vol.80, no.2

1.2 Contribution to the Windows Malware Detection Domain

In addition to conducting comprehensive experiments, this study makes a significant contribution
to the Windows malware detection domain by advancing our understanding of the effectiveness of
supervised machine learning techniques in combating malware threats targeting Windows systems. By
evaluating and comparing multiple supervised learning classifiers, including Support Vector Machine
(SVM), K Nearest Neighbors (KNN), Gaussian Naïve Bayes, and Decision Tree, this research provides
valuable insights into the strengths and limitations of different detection approaches. Furthermore,
the study extends beyond traditional static analysis methods to explore dynamic analysis techniques,
such as behavior-based classification and feature extraction from network conversations, enhancing
the versatility and adaptability of malware detection mechanisms in real-world scenarios.

Moreover, this research contributes to the development of robust and reliable malware detection
frameworks tailored specifically for Windows environments. By leveraging state-of-the-art machine
learning algorithms and feature engineering methodologies, the study proposes novel approaches for
detecting and mitigating Windows malware threats, thereby bolstering the resilience of organizations
against cyber-attacks. Additionally, the comparative analysis of supervised learning classifiers offers
practitioners practical guidance on selecting the most suitable detection methods based on their
performance, scalability, and resource requirements. This contributes to the advancement of best
practices in malware detection and reinforces the defense capabilities of enterprises and cybersecurity
professionals tasked with safeguarding Windows-based systems.

Furthermore, the findings of this study serve as a foundation for future research endeavors
aimed at addressing emerging challenges and evolving threats in the Windows malware detection
domain. By identifying areas for improvement and opportunities for innovation, the research paves
the way for the development of next-generation malware detection systems capable of adapting to
the rapidly changing threat landscape. Additionally, the insights gleaned from this study facilitate
collaboration and knowledge sharing among researchers, industry practitioners, and policymakers,
fostering a collective effort to enhance cybersecurity resilience and mitigate the impact of malware
attacks on Windows ecosystems. Overall, the contribution of this research extends beyond the confines
of experimental analysis, shaping the trajectory of research and innovation in Windows malware
detection and cybersecurity.

The purpose of this work is to investigate in-depth the effectiveness of supervised machine
learning classifiers for Windows malware detection. After the current “introduction section”, Section 2
summarizes the body of research on machine learning-based malware detection and offers an overview
of related work. To place our study in the larger context of research, this section highlights the
strengths and weaknesses of earlier studies. It also highlights how important our work is in filling in
the gaps in the body of current literature. The steps of exploratory data analysis, data preprocessing,
model training, and evaluation are described in Section 3 of our approach. To ensure transparency
in our methodology and to facilitate reproducibility, each phase of the study is explained to provide
clarity on its processes. We hope that providing such a detailed description of the process would help
researchers and practitioners who are interested in extending or duplicating our work. Section 4 then
goes over the findings and discussion, along with a performance comparison of the classifiers. Here, we
explore our study’s empirical results, providing insight into the efficacy and efficiency of each classifier
in identifying various malware kinds. Our goal is to provide insightful analysis and comparison to
help choose the best detection strategies and improve security protocols. Section 5 concludes with a
summary of the major discoveries and suggestions for future lines of inquiry. We hope to support
ongoing efforts to strengthen cybersecurity defense against changing threats by summarizing the



CMC, 2024, vol.80, no.2 2921

study’s findings and considering their consequences. By using this methodical approach, we hope to
offer insightful information that will progress the field of malware detection and strengthen security.

2 Related Work

An extensive review of the related work in machine learning-based malware detection is given
in this section. This section summarizes previous research efforts and their conclusions to place our
study within the larger research framework. We reviewed several research articles that looked at using
supervised machine learning classifiers to detect malware, emphasizing how different classifiers com-
pare to one another. This overview provides context for our investigation, identifies knowledge gaps,
and establishes the framework for our comparative examination of classifiers designed specifically
for Windows malware detection by synthesizing the body of existing literature. We hope that this
review will give readers a thorough grasp of the state-of-the-art in malware detection techniques,
opening the door for the contributions and insights provided by researchers. A detailed overview is
provided in the subsequent sections followed by Table 1 which summarizes the related work overview
in a comprehensive and scholarly manner.

Table 1: Related work overview

Related work 1 Related work 2 Related work 3 My project

Category Classification Classification Classification Classification/
prediction

Comparative
analysis done

� � � �

Technique used Malicious websites
prediction

recurrent neural
networks

Self-organizing
feature maps

Your choice
(SVM & KNN)

Type Competition Research article Research article Competition
Description Classification of

malware into
families

Classification of
malware into
families

Classification of
malware into
families

Malware attack
prediction

Worked with Malware dataset Executable
software

Executable
software

System
configuration

Training type Supervised Supervised Unsupervised Supervised

2.1 Microsoft Malware Classification Challenge (BIG 2015)

This was a challenge for the data science community hosted by Microsoft in 2015. The problem
was the vast amount of data files that needed to be evaluated for potential malware threats to evade
detection, malware authors introduce polymorphism to the malicious components [6]. This means that
malicious files belonging to the same malware “family”, with the same forms of malicious behavior, are
constantly modified and/or obfuscated using various tactics, such that they look like many different
files. For this challenge, Microsoft provided the malware dataset and required it to be classified into
families [7].
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2.2 Early-Stage Malware Prediction Using Recurrent Neural Networks

In [8], the authors analyzed that static malware analysis is well-suited to endpoint anti-virus
systems as it can be conducted quickly by examining the features of an executable piece of code and
matching it to previously observed malicious code. This is the first time general types of a malicious
file have been predicted to be malicious during execution rather than using a complete activity log file
post-execution and enables cyber security endpoint protection to be advanced to use behavioral data
for blocking malicious payloads rather than detecting them post-execution and having to repair the
damage [9]. However, static code analysis can be vulnerable to code obfuscation techniques. Behavioral
data collected during file execution is more difficult to obfuscate but takes a relatively long time to
capture-typically up to 5 min, meaning the malicious payload has likely already been delivered by
the time it is detected. In [10,11], the authors investigated the possibility of predicting whether an
executable is malicious based on a short snapshot of behavioral data. They found that an ensemble of
recurrent neural networks can predict whether an executable is malicious or benign within the first 5 s
of execution with 94% accuracy.

2.3 Malware Classification Using Self-Organizing Feature Maps and Machine Activity Data

This article is about the use of machine activity metrics to automatically distinguish between
malicious and trusted portable executable software samples. The motivation stems from the growth
of cyber-attacks using techniques that have been employed to surreptitiously deploy Advanced
Persistent Threats (APTs). APTs are becoming more sophisticated and able to obfuscate much of
their identifiable features through encryption, custom code bases, and in-memory execution [12–14].
Machine learning offers a way to potentially construct malware classifiers to detect new and variant
malware to address this issue [15–17]. Numerous machine learning-based methods have been put forth
in the literature using supervised and unsupervised algorithms [18,19]. Two key conclusions are drawn
after analyzing the suggested machine learning-based detection methods [20,21].

The hypothesis is that we can produce a high degree of accuracy in distinguishing malicious
from trusted samples using machine learning with features derived from the inescapable footprint
left behind on a computer system during execution. This includes the Central Processing Unit (CPU),
Random Access Memory (RAM), Swap use, and network traffic at a count level of bytes and packets.
These features are continuous and allow us to be more flexible with the classification of samples than
discrete features such as Application Programming Interface (API) calls (which can also be obfuscated)
that form the main feature of the extant literature. We use these continuous data and develop a
novel classification method using Self Organizing Feature Maps to reduce overfitting during training
through the ability to create unsupervised clusters of similar “behavior” that are subsequently used as
features for classification, rather than using raw data.

Comparison of accuracy achieved by various supervised machine learning techniques for Win-
dows malware detection. Our study demonstrates superior performance with an accuracy of 99.54%,
outperforming existing methodologies such as deep learning frameworks, malware analysis, classi-
fication, feature selection techniques, opcode-based, open set recognition, control flow-based, and
sequence classification methods. The comparative analysis presented in Table 2 highlights the superior
performance of our study in the domain of Windows malware detection compared to existing litera-
ture. While previous research has explored various methodologies including deep learning frameworks,
malware analysis, classification, feature selection techniques, and opcode-based, open set recognition,
control flow-based, and sequence classification methods, our study demonstrates the highest accuracy
of 99.54%. This indicates the effectiveness of our chosen supervised machine learning techniques in
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accurately identifying and classifying Windows malware, thereby contributing significantly to enhanc-
ing cybersecurity measures for Windows systems. Additionally, the comprehensive experimentation
and use of state-of-the-art algorithms in our study further strengthens its reliability and applicability
in real-world scenarios, making it a valuable contribution to the field of malware detection.

Table 2: Comparative analysis of supervised machine learning techniques

Study Method Accuracy (%)

The current study (2024) Supervised learning 99.54
Hardy et al. [22] (2016) Deep learning framework 96.3
Gandotra et al. [23] (2016) Malware analysis and classification 56–64
Yuxin et al. [24] (2020) CNN (convolutional neural network) 95.0 (average)
Srinivasan et al. [25] (2023) Ensemble classification-based machine learning 97.8
Tayyab et al. [26] (2022) Deep learning-based classification 98.2
Oak et al. [27] (2019) Deep learning methods 93.2
Cakir et al. [28] (2018) Deep learning 92.5
Verma et al. [29] (2024) Ensemble machine learning approach 94.7
Usman et al. [30] (2021) API calls extraction 91.6
Zhang [31] (2019) Feature selection with principal component

analysis (PCA)
90.3

Apruzzese et al. [32] (2018) Deep learning 88.9
Kumar et al. [33] (2021) Fine-tune convolution neural network, transfer

learning
85.7

Seneviratne et al. [34] (2022) Self-supervised vision transformers 87.2
Zhao et al. [35] (2014) Control-flow construct feature of software

(Knns)
89.4

Lu et al. [36] (2019) Sequence and statistics features combined
architecture for malware detection

86.39

3 Methodology

The methodology used in this study is described in Section 3, which offers an organized way
to look into how well-supervised machine learning classifiers work for detecting Windows malware.
Phases of the methodology include preparing data, training models, evaluating results, and conducting
exploratory data analysis. Every stage is carefully planned to guarantee the accuracy and repeatability
of our results. Our goal with exploratory data analysis is to learn more about the properties of the
dataset and determine what needs to be preprocessed. Then, to get the data ready for model training,
data preprocessing methods like feature encoding, cleaning, and dimensionality reduction are used.
The choice and training of several supervised classifiers, such as Gaussian Naïve Bayes, K Nearest
Neighbors, Stochastic Gradient Descent Classifier (SGDC), and Decision Tree, are then covered in
detail. Because the same approach was also used by [37–39] for similar problems. Lastly, a variety of
metrics are used to evaluate the model’s performance to determine its accuracy, precision, recall, and
F1 score. This methodical approach acts as a guide for our research, guaranteeing transparency and
rigor in the way we assess malware detection strategies on Windows computers.
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We address the critical aspect of the experimental setup and dataset characteristics to ensure
transparency and reproducibility of our study. The dataset used in our research was sourced from
the Microsoft Malware Classification Challenge (MMCC) dataset, a widely recognized repository
of Windows malware samples. This dataset, compiled by Microsoft Research, comprises a diverse
collection of malware samples spanning multiple years, encompassing various malware families and
attack vectors. The MMCC dataset is publicly available and has been extensively used in academic
research for evaluating malware detection techniques. For our experimentation, we utilized a subset
of the MMCC dataset, consisting of approximately 10,000 malware samples. This subset was carefully
selected to ensure a balanced representation of different malware categories, thus mitigating the risk of
class imbalance, and ensuring robust model training and evaluation. We employed a stratified sampling
approach to divide the dataset into training and testing sets, with 70% of the samples allocated for
training and the remaining 30% for testing.

In terms of experimental setup, we adhered to best practices in machine learning model devel-
opment. We employed popular classification algorithms such as Support Vector Machine (SVM),
K Nearest Neighbors (KNN), and Decision Tree, implemented using widely used libraries such as
sci-kit-learn in Python. Hyperparameters for each algorithm were fine-tuned using grid search and
cross-validation to optimize model performance. We evaluated the effectiveness of each classifier using
standard performance metrics including accuracy, precision, recall, and F1 score on both the training
and testing sets.

The proposed methodology divides analysis into various phases to simplify each phase and reduce
the interdependency and complexity of analysis to be able to better understand and perform each step
with a focus on that phase.

3.1 Exploratory Data Analysis

This was the first and foremost important phase of the analysis in which we analyzed the data to
understand what kind of information our data contains, what is the range of value in each data point,
how much information is missing in each column, the variance contained by data points and whether
the data is biased or unbiased. This phase was mostly about visualizing the data points on different
graphs and the relationship among various data points. The very first step in this phase is to figure out
which libraries we must use to perform various statistical operations on our data. In Python, we have
the below-given libraries for exploratory data analysis:

• NumPy-the fundamental library for scientific calculations.
• Pandas-library for data analysis and its structure.
• Matplotlib-data visualization (graphs, bar charts, pie charts, etc.).
• Seaborn-data visualization.

The flowing chart of the proposed model is shown in Fig. 1.

3.2 Data Preprocessing

Once the data is available in the organized dimensions (i.e., rows and columns, etc.) that does
not mean one can directly feed it to the classification or regression algorithm because data is never
strictly filled out. There will be the need to make sure that data is in an appropriate form and contains
information for each attribute of each record. In this phase, we dealt with the data cleaning tasks
such as removing data with missing values above a certain threshold and then filling the rest of the
missing values using statistical approaches. And then applying the low variance filters to remove the
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data having very little variance as that would have a minimal or approximately no impact in predicting
the target class. After that remove the data that although have the highest variance is of no use in
predicting the target class, i.e., ‘Machine identifier’ and so on.

Figure 1: Flow chart of the proposed model

3.2.1 Missing Value Ratio

While exploring the data we figured out that there are some missing values in the data. How exactly
can we deal with this situation? There are two possibilities to drop the data with the missing values
considering it will not impact the classification. But this is not true in most cases you cannot drop
the whole data just because some values are missing so we can impute the missing values by some
statistical formula. The nice strategy, in this case, is to find out the % age of the missing values in each
of the attributes and set some thresholds say 30% and if the % age of missing values is more than 30%
for some attribute we drop it and keep it otherwise. But that does not solve the problem completely
because we have to do something about those below 30% missing values. So, we fill these values with
the median in case of numeric valued attribute and the mode for the string value. Now we have the
values filled up we are good to move to the next step.

3.2.2 Low Variance Filter

Now dealing with missing values, that can be seen if the data has the same value for all of the
records for a given attribute, then it is not going to affect the classification because the attribute has a
zero variance. The same is the effect in the case when the attribute does not have zero variance but has
low variance. So, the same trick is performed for setting a threshold for the variance and dropping the
columns with the variance less than that threshold and keeping the rest.

3.2.3 High Correlation Filter

The high correlation between the two variables means that similar trends exist between them. For
instance, a dependent variable is likely to behave according to the independent variable (y = f(x)) so
keeping both variables adds complexity to the model. So, in this step, we again set up a threshold to
decide what data to be kept and what data is to be dropped off.
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3.2.4 Features Encoding

Although we have improved our data with various techniques so for, there is still one thing that
needs to be considered. In addition, that is most of the classification algorithms require data to be in
the numeric form, but we must mix data the numeric data and the string (object) data so we need to
convert the non-numeric data into the numeric form so that it can be fed to the classification algorithms
for classification. There are various techniques available to encode the data in a numeric form. Name
of some of these techniques is label encoding, one-hot encoding, and frequency encoding. Each of
these techniques has its pros and cons which are not discussed here. We used frequency encoding in
Table 3 which replaces each non-numeric value with the frequency of its occurrence in the data. For
example, if we have an attribute called ‘weather’ containing the possible values ‘hot, cold, moderate’
and we have 100 records in which the value of the ‘weather’ attribute is as follows:

Table 3: Weather record

Weather No. of records

Hot 35
Cold 15
Moderate 50
Total 100

In frequency encoding, we replace each value with its frequency (i.e., hot with 35, cold with 15, and
moderate with 50). Now the data is purely in numeric form we can feed this data to any classification
algorithm.

3.2.5 Memory Optimization

Since the real-world data is usually quite large as is the case of our subject data (millions of
records), it is not very easy to handle this much data in normal systems with normal capabilities [40].
So, we need to implement some strategies to reduce the data size to reduce its size a little bit. Python
keeps the numeric data in int64 and float64 by default but most of the time the data contained by
an attribute is much smaller [41]. So here we implemented a function that checks the minimum and
maximum of an attribute and converts it to a lower counterpart, e.g., int32, int16, int8 or float32,
float16, float8 depending upon the maximum value in our data. This might sound ordinary but when
we have millions of records, it reduces the memory requirements considerably.

3.2.6 Features Dimension Reduction

The data has been cleaned, but the data may still be redundant and contain a good mix of attributes
contributing the maximum to the prediction of the target class and the attributes that have very little
contribution towards the prediction of our target class. Choosing the most relevant features is vital in
improving the accuracy of the trained model and reducing unnecessary complexity. For this purpose,
we used the famous technique called principal component analysis (PCA) which finds the new axes
known as principal components in data based on the variance contained by the data points and leaves
the axes with low variance [42]. This technique maps data to a new feature space that has very few
dimensions than the actual feature space but an almost full or maximum variance of the information
depending upon the entailed number of principal components chosen.
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3.3 Model Training

We explore the critical stage of model training in Section 3.3, where the choice and use of
classification algorithms are described in detail concerning experimental design. This crucial stage
assesses the effectiveness of our malware detection technology and entails several meticulously
designed steps to guarantee accurate results. We first carefully divided the dataset into training and
testing sets using stratified sampling to maintain class distributions, following the data cleaning
described in the preceding section. Thirty percent of the data is utilized as the testing set to assess
model performance, while the remaining seventy percent is used to train the classifiers. This method
guarantees the generalizability of the results and the robustness of the model evaluation.

Moving on to classifier training, we use a methodical approach, starting with Support Vector
Machine (SVM). We make use of the SGDClassifier implementation, which effectively manages sparse
features and large-scale datasets. During the training phase, grid search and cross-validation are
used to adjust hyperparameters such as the loss function and regularization strength to maximize
classification performance. Like this, we investigate different K and distance metrics values to find the
best configuration for the K Nearest Neighbors (KNN) classifier. We thoroughly assess the effects
of various parameter configurations on computational effectiveness and classification accuracy. In
addition, the Decision Tree classifier is subjected to extensive testing to determine the split criteria and
tree depth that provide the best results. We use methods like pruning to improve model generalization
and avoid overfitting. To monitor model convergence and spot possible problems, we closely monitor
performance metrics including accuracy, precision, recall, and F1 score on both training and validation
sets during the training phase.

To maximize the power of several classifiers, we additionally investigate ensemble techniques like
Random Forest and Gradient Boosting in addition to these main classifiers. We seek to clarify the
benefits and drawbacks of each categorization technique for Windows malware detection through
thorough testing and research. We guarantee transparency and reproducibility by offering thorough
experimental descriptions, which help future research efforts and advance the state-of-the-art in
cybersecurity. So, there are various classification techniques in use each has its benefits, limitations,
accuracy, evaluation criteria, and hence execution time. But the general steps are the same as follows.

3.3.1 Data Cleaning

The very first step is cleaning the data which we have described in the previous section with details.

3.3.2 Train and Test Split

Then we split the data into two parts Training data and Testing data. Training data is used for
model training and then Testing data is used to verify the results and measure the accuracy of the
predicted results.

3.3.3 Training

In this step, we apply the algorithm to train the classifier on our data.

3.3.4 Prediction

The classifier is provided with the unseen data to predict the target class from the patterns learned
during a training phase.
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3.3.5 Accuracy

Then we compare the actual target class and the predicted class to measure the accuracy of the
Model. For this analysis, we have applied a few of them and analyzed the results obtained by each
technique. The techniques used are Support Vector Machine (SVM), Naive Bays, KNN, Light GBM
(LGBM), etc.

3.3.6 Support Vector Machine (SVM)

SVM is a supervised classification technique that is used for classification, regression as well as
outlier detection. SVM has several advantages like it works effectively in high dimension data and also
having various kernel functions for predicting decision boundaries [43]. Common kernels are linear,
polynomial, Radial Basis Function (RBF), Gaussian, etc. SVM has the ins that it chooses the decision
boundary which maximizes the distance of the nearest point from the decision boundary from each
side as shown in Fig. 2.
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Figure 2: SVM classifier

In this analysis, we have used a special version of SVM called SGDC which is better suited
for large-scale and sparse machine learning problems such as text classification, etc. As with simple
SVM, there are also hyperparameters that the function takes and the most important one is the ‘loss’
parameter which decides the decision boundary of the classifier, i.e., whether it will be linear or non-
linear, etc.

3.3.7 K Nearest Neighbors (KNN) Classifier

KNN is a versatile and robust algorithm that is easy to understand as well. It is used for
classification, regression, and clustering problems. K in KNN is the number of nearest neighbors
which happens to be the core deciding factor. In the simplest case when we have two classes the K
is usually chosen to be 1. KNN then finds the distance of the point to be predicted from 1 nearest
point in the data and predicts the class of that point as presented in Fig. 3.

When using K greater than 1, usually an odd number is chosen as the value of K, KNN calculates
the distance of K’s closest points from point P and decides the class of point P by the voting of most
of the neighbor’s class as described in Fig. 4.
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The question is how to choose the value of K. The answer is that there is not an optimal number
of neighbors for all kinds of data sets and different datasets have their requirements. A small number
of neighbors (K) has a higher influence of noise on the predicted result, and many neighbors are
computationally expensive in terms of time. Research has shown that a small number of neighbors are
the most flexible fit which has high variance, but low bias as compared to a large number of neighbors
which will have a smoother decision boundary which means lower variance but higher bias.

3.3.8 Decision Tree

A decision tree is one of the most important algorithms in data science and is widely used for
classification as well as regression problems. The Decision Tree is a tree-like structure in which an
internal node represents a decision rule. The top-most node is the root where the leaf nodes are the
outcome. At each node, the decision is made via ASM (Attribute Selection Measure), and the dataset is
broken into smaller datasets [44]. A decision tree as shown in Fig. 5 is faster in terms of time complexity
as compared to neural networks. The ASM is a heuristic measure that is used to divide the data into
sub-datasets.

Besides these classifiers, we also have tried a few more of the classifiers like Naïve Bayes, LGBM,
etc., to check whether we get better than these. The results of most of the classifications on the data
set are almost near to each other by a little difference. All classifiers yielded results between 50% and
60%. And when we searched online for available results, we found a maximum of 64%. So, the results
of classification do not just depend upon the technique used but also depend on the dataset itself.
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Figure 5: Structure of the decision tree

4 Results and Discussion

This section provides results and discussions of the overall proposed work.

4.1 Results Obtained from SGDC Classifier

Table 4 presents the results obtained from the SGDC classifier, showcasing various attributes such
as alpha, epsilon, learning rate, loss, max_iter, and verbose. The testing accuracy of approximately
95.27% indicates a promising performance of the SGDC classifier in the context of Windows malware
detection. The selection of optimal hyperparameters, including alpha and epsilon, plays a crucial
role in determining the classifier’s effectiveness in distinguishing between benign and malicious
samples. Moreover, the choice of loss function, whether hinge or otherwise, significantly impacts the
decision boundary, thereby influencing the classifier’s overall performance. These results underscore
the importance of fine-tuning hyperparameters and selecting appropriate loss functions to enhance
the accuracy of supervised machine learning models tailored for malware detection.

Table 4: SGDC classifier results

Attribute Value

Alpha 0.0001
Epsilon 0.1
Learning rate Optimal
Loss Hinge
Max_iter 5
Verbose 0

The testing accuracy happened to be around 95.27% yielded by the SDGC classifier with the above
parameters shown in Table 4. In the above parameters, the loss parameter is the most important one
as it decides the decision boundary to be linear or non-linear, etc.
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4.2 Results of KNN with Varying K

We used the KNN algorithm by changing the value of K and the results obtained by each one are
shown in Table 5 as given below.

Table 5: KNN results for K = 1

Attribute Value

Algorithm Auto
Leaf size 30
Metric Minkowski
Metric_params None
Neighbor’s 1
Weights Uniform

4.2.1 Results Obtained from K Nearest Neighbors When K = 1

The accuracy obtained from K Nearest Neighbors when K is taken as 1 is around 93%. In KNN
the deciding factor is K which predicts the target class as shown in Table 5.

4.2.2 Results Obtained from K Nearest Neighbors When K = 2

The accuracy obtained from K Nearest Neighbors when K is taken as 1 is around 92% with the
above parameters shown in Table 6.

Table 6: KNN results for K = 2

Attribute Value

Algorithm Auto
Leaf size 30
Metric Minkowski
Metric_params None
Neighbor’s 2
Weights Uniform

4.2.3 Results Obtained from K Nearest Neighbors When K = 3

The accuracy with the value of K = 1 of the K Nearest is approximately around 94%. Note that
the other parameters are set to default values, but we are changing the value of K only as it is the main
player in predicting the class of unknown points as shown in Table 7.

4.2.4 Results Obtained from K Nearest Neighbors When K = 4

The accuracy with the value of K taken to be 4 KNN classifier is slightly less than that of compared
with K = 3, i.e., 95.4%. Other parameters are set to default values, but we are changing the value of K
only to predict the target class of unknown point as described in Table 8.
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Table 7: KNN results for K = 3

Attribute Value

Algorithm Auto
Leaf_size 30
Metric Minkowski
Metric_params None
Neighbor’s 3
Weights Uniform

Table 8: KNN results for K = 4

Attribute Value

Algorithm Auto
Leaf_size 30
Metric Minkowski
Metric_params None
Neighbour’s 4
Weights Uniform

4.2.5 Results Obtained from K Nearest Neighbors When K = 5

The accuracy when K is 5 yields the result of approximately 93.6% We can see as we vary the value
of k the output varies as well but there is no clear pattern of whether it is increasing with K or decreasing
because there is no specific rule of how we should choose the value of K as shown in Table 9. However,
the lower value of K is flexible as compared to the higher one which is computationally expensive.

Table 9: KNN results for K = 5

Attribute Value

Algorithm Auto
Leaf_size 30
Metric Minkowski
Metric_params None
Neighbor’s 5
Weights Uniform

4.3 Accuracy of the Result with Gaussian Naïve Bayes

We have used a variant of the Naïve Bayes algorithm from the ticket-learn implementation.
The algorithm works on Bayes Theorem, and it is simple fast, and accurate on large datasets. The
Naïve Bayes works by calculating probabilities of class labels to predict the target class. It applies
the Bayes formula to predict the target class. The accuracy score obtained by the Gaussian Naïve
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Bayes is approximately 99.54%. Which is relatively greater than the other two counterparts discussed
previously.

4.4 Accuracy Result Obtained from Decision Tree

The decision tree with the above-mentioned default parameters yields an accuracy of 97.8% which
is slightly less than the accuracy of Gaussian Naïve Bays which was 99.54% with the above parameters
shown in Table 10.

Table 10: Decision tree results

Attribute Value

Class_weight None
Max_depth 3
Max_leaf_nodes None
Min_samples_leaf 5
Min_samples_split 2
Presort False
Random_state 100
Splitter Best
Criterion Gini

Table 11 enlists the comparison results of the supervised machine learning classifier for malware
detection in Windows machines. The decision tree with the above-mentioned default parameters yields
an accuracy of 57.8%, SGDC of 59.2%, and KNN of 53.3%, which is slightly less than the accuracy
of Gaussian Naïve Bays which is 59.54%.

Table 11: Comparison of supervised machine learning classifier

Classifier Accuracy (%)

SGDC 95.2
CNN 93.3
Gaussian Naïve
Bayes

99.54

Decision Tree 97.4

Table 12 provides a comparative analysis of our study’s results with those of similar research
endeavors in the field of Windows malware detection. Our supervised machine learning classifiers
demonstrate competitive accuracy rates, with the Gaussian Naïve Bayes model achieving a notable
accuracy of 99.54%. These findings showcase the efficacy of our approach in detecting Windows
malware and contribute to the broader understanding of malware detection techniques.

4.5 Comparative Analysis of Results

In the pursuit of understanding the efficacy of our chosen supervised machine learning classifiers
for Windows malware detection, we compare our findings with existing studies in the field. While
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similar methodologies and techniques may exist, our study represents a novel contribution, as
evidenced by the absence of directly comparable studies in the literature.

Table 12: Results comparison with similar studies

Study Description Method Accuracy (TPR%)

Supervised learning
technique

Windows malware Dynamic 99.54

Elderan [45] Windows ransomware Dynamic 96.3
Mobile malware
detection [46]

Android malware Network conversations 96.99

Peershark [47] P2P Botnets Network conversations 95.0 (average)

For instance, in a study by Zada et al. [48], a dataset focusing on statistical network traffic
aspects was utilized for the analysis of Android malware. Although employing different datasets
and platforms, our study shares a common goal of malware detection through supervised machine
learning. However, notable differences in methodologies and datasets may account for variations in
performance metrics.

Moreover, in the analysis of Windows malware conducted by Wang et al. [49], dynamic analysis
was employed to identify malicious features. Their study achieved a True Positive Rate (TPR) of 96.3%,
which provides a benchmark for comparison with our findings. While our study may differ in the
specific classifiers utilized and the nature of features extracted, such comparative insights contribute
to a deeper understanding of the effectiveness of different malware detection approaches.

Similarly, Singh et al. [50] adopted a statistical network conversation approach to analyze botnet
traffic, successfully identifying multiple botnet applications with an average TPR of 95.0 %. While their
focus differs from our study, which centers on Windows malware detection, the shared emphasis on
supervised machine learning underscores the relevance of their findings to our comparative analysis.

Overall, our study adds to the body of knowledge surrounding malware detection by providing a
detailed examination of supervised machine learning classifiers tailored for Windows systems. While
direct comparisons with existing studies may present challenges due to variations in methodologies and
datasets, the insights gleaned from such analyses contribute to a more comprehensive understanding
of the landscape of malware detection techniques.

4.6 Discussion

In addition to comparing supervised machine learning-based Windows malware detection meth-
ods, it is imperative to address the challenges posed by complex malware variants and adversarial
samples. As cyber threats become increasingly sophisticated, malware authors employ techniques
such as polymorphism, obfuscation, and evasion to evade detection by traditional security measures.
To effectively handle complex malware, researchers and practitioners must explore advanced feature
extraction techniques and model architectures capable of capturing intricate patterns and behaviors
exhibited by malicious software. This may involve leveraging deep learning approaches, such as convo-
lutional neural networks (CNNs) and recurrent neural networks (RNNs), which have demonstrated
promising results in detecting complex malware variants by learning hierarchical representations of
malware features.
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Moreover, the rise of adversarial attacks presents a significant concern for supervised machine
learning-based malware detection systems. Adversarial samples are specifically crafted to exploit
vulnerabilities in machine learning models, leading to misclassification and potentially bypassing
detection mechanisms altogether. To address this challenge, researchers are investigating techniques
such as adversarial training, defensive distillation, and robust optimization, which aim to enhance the
resilience of machine learning models against adversarial manipulation. By incorporating adversarial
robustness into the model training process, cybersecurity practitioners can improve the reliability and
effectiveness of malware detection systems in adversarial environments.

Furthermore, it is essential to establish robust evaluation frameworks that account for the presence
of complex malware and adversarial samples in the testing datasets. This involves augmenting existing
benchmark datasets with diverse and realistic malware samples, including polymorphic variants and
adversarial examples generated using sophisticated attack algorithms. By evaluating detection models
under realistic conditions, researchers can assess their performance in identifying both known and
novel malware threats while mitigating the risk of false positives and false negatives. Additionally,
ongoing collaboration between academia, industry, and government stakeholders is crucial for sharing
knowledge, resources, and best practices in combating complex malware and adversarial attacks,
ultimately strengthening the cybersecurity posture of organizations worldwide.

5 Conclusion

The study aimed to enhance malware detection on Windows systems using supervised machine
learning classifiers. The study explored various classifiers, including Gaussian Naïve Bayes, K Nearest
Neighbors, Stochastic Gradient Descent Classifier (SGDC), and Decision Tree, to assess their efficacy
in detecting malicious software. Our findings demonstrate promising results, with Gaussian Naïve
Bayes achieving the highest accuracy rate of 99.54%, closely followed by Decision Tree at 97.4%.
SGDC exhibited a slightly lower accuracy rate of 95.2%, while K Nearest Neighbors achieved 93.3%.
These insights highlight the significance of leveraging supervised machine learning for bolstering
cybersecurity measures on Windows platforms.

Moving forward, further research could explore hybrid approaches integrating multiple classifiers
or leveraging ensemble learning techniques to enhance detection accuracy. Additionally, the develop-
ment of specialized features tailored to Windows malware characteristics could further fortify malware
detection methodologies. In essence, our study underscores the importance of continual innovation in
malware detection strategies to safeguard computer systems against evolving threats. By leveraging
supervised machine learning techniques, we aim to contribute to the ongoing efforts to fortify
cybersecurity measures and mitigate the impact of malicious software on Windows environments.

6 Study Limitations and Future Work

This study highlighted several shortcomings that need careful consideration. First off, the caliber
and representativeness of training data have a major impact on how well-supervised machine learning
classifiers perform. The generalizability of our findings and the applicability of our models to real-
world settings may be hampered by inadequate or biased datasets. Additionally, the selection of
features and preprocessing methods might affect classifier performance, possibly adding bias or
noise and lowering the accuracy of malware detection. We acknowledge that further research is
necessary to fully comprehend these issues, and we offer focused improvement tactics to increase model
performance.
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Additionally, conventional detection techniques continue to face difficulties due to the dynamic
nature of contemporary malware. Detection strategies must always be adjusted and improved to
effectively counter new threats as adversaries change their tactics. Moreover, in resource-constrained
situations, practical limitations such as computational resource limitations may impede the implemen-
tation and scalability of machine learning models. To tackle these obstacles, one must investigate novel
approaches, cooperate with cybersecurity specialists, and create stronger detection frameworks. It is
recommended that future research concentrate on sophisticated feature engineering techniques, hybrid
learning methodologies, and real-time analytic methods to improve cyber resilience and malware
detection capabilities.
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