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ABSTRACT

To address the issues of incomplete information, blurred details, loss of details, and insufficient contrast in infrared
and visible image fusion, an image fusion algorithm based on a convolutional autoencoder is proposed. The region
attention module is meant to extract the background feature map based on the distinct properties of the background
feature map and the detail feature map. A multi-scale convolution attention module is suggested to enhance the
communication of feature information. At the same time, the feature transformation module is introduced to
learn more robust feature representations, aiming to preserve the integrity of image information. This study uses
three available datasets from TNO, FLIR, and NIR to perform thorough quantitative and qualitative trials with
five additional algorithms. The methods are assessed based on four indicators: information entropy (EN), standard
deviation (SD), spatial frequency (SF), and average gradient (AG). Object detection experiments were done on
the M3FD dataset to further verify the algorithm’s performance in comparison with five other algorithms. The
algorithm’s accuracy was evaluated using the mean average precision at a threshold of 0.5 (mAP@0.5) index.
Comprehensive experimental findings show that CAEFusion performs well in subjective visual and objective
evaluation criteria and has promising potential in downstream object detection tasks.
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1 Introduction

Currently, the application of infrared and visible light image fusion is highly valuable in military
security, medicine, and other domains due to its ability to offer comprehensive and precise information
[1,2]. Infrared images can capture the information of heating targets, while visible light images have
clear texture information [3]. Thus, utilizing the complementary nature of the information helps
enhance the image’s performance in all weathers performance [4,5]. Nevertheless, the disparity between
the two leads to blurred details and insufficient contrast in the fused image. It even affects the
performance of downstream tasks, such as object detection [6].
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There are two main groups for infrared and visible light image fusion algorithms: traditional
approaches and deep learning-based methods. Traditional methods design intricate rules to enhance
fusion performance, but further progress is impeded. Deep learning methods can be categorized into
three main groups. The first type is founded on generative adversarial networks. Qi et al. [7] designed
a discriminator with a multi-classification structure to achieve significant improvements in running
speed and fused image quality. Li et al. [8] combined GAN with a relativistic discriminator to generate
a more accurate and reliable fusion image. The second group is extending the image multi-scale
transform. Bavirisetti et al. [9] proposed a fusion algorithm based on guided image filtering to achieve
a shorter running time. Lahoud et al. [10] combined visual saliency and pre-trained neural networks
for the image fusion stage, which greatly improves the operation efficiency. The third group is based on
automatic encoders. Gao et al. [11] integrated the Transformer into the automatic encoder to form a
fusion strategy, which solved the problem of background blur caused by aircraft fusion. Wanget al. [12]
proposed a dual-branch decomposition fusion network to enhance the local contrast and detail
information of the fused image. The second set of methods uses deep learning solely during the fusion
stage while employing filter-based or optimization-based methods during the deconstruction stage.
Hence, this research proposes a new infrared and visible light image fusion algorithm and its primary
contributions as follows:

1. This paper presents a novel image fusion technique dubbed CAEFusion, which merges infrared
and visible light images using a convolutional autoencoder. The algorithm has been evaluated
on various public datasets and has shown remarkable performance.

2. A novel region attention module is suggested to autonomously acquire knowledge from the
network and focus on critical spatial data places to enhance the accuracy and robustness of
feature expression.

3. A proposed multi-scale convolution attention module is recommended to collect spatial input
at several dimensions and dynamically assess the importance of features at different scales,
hence enhancing the network’s ability to identify complex features.

4. Proposing a feature transformation module to enhance the interaction and merging of features
by acquiring knowledge about the relationship among features, aiming to more precisely depict
the underlying structure of the merged image.

2 Method
2.1 Algorithm Framework

This study introduces a novel infrared and visible image fusion algorithm, named CAEFu-
sion, which utilizes a convolutional autoencoder. The algorithm consists of three components: an
encoder, decoder, and fusion layer. Fig. | illustrates the diagrammatic representation of the algorithm
framework. In Fig. 1, the input comprises an infrared image and a visible light image, both with
dimensions H x W x 1, where H and W represent the height and width, respectively, and 1
denotes the number of channels in the image. The final image is the merging image generated by the
utilization of the CAEFusion algorithm. Initially, the infrared and visible light images are subjected to
encoding procedures to produce the background and detail feature maps, respectively. Afterwards, the
background and detail feature maps from both images are merged using a fusion layer. The merginged
feature map is ultimately sent to the decoder to generate the final fused image.

During the training phase, this study trains the network’s encoder and decoder to use them in
the test process, as shown in Fig. 2. The image is normalized to a consistent size to ensure input data
uniformity before being sent to the encoder for feature extraction. Subsequently, the background and
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detail feature maps obtained from the encoder are merginged along the channel dimension. Finally,
the merginged feature map is sent to the decoder to reconstruct the image.

Fusion Layer

@ Element-wise Addition 4 / 4 Skip connection

Concatenate
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m 3x3 Conv © Concatenate @ Element-wise Addition T / ? Skip Connection
Figure 2: Structure diagram of the training phase of CAEFusion

In the encoder stage, after going through three 3 x 3 convolutions in the upper and bottom
branches, the input image generates feature maps using element-wise addition to integrate features
from many scales and levels. The obtained feature map is passed to the region attention module to
produce a background feature map that encompasses the low-frequency information of the input
image. The feature map obtained from the first two 3 x 3 convolutions in the upper branch and the
3 x 3 convolution of the middle branch merges element by element with the feature map generated
by the first two 3 x 3 convolutions and the subsequent fourth convolution in the lower branch, which
yields detail feature maps that contain the high-frequency information in the input image.

In the decoder stage, the feature maps produced by the first two 3 x 3 convolutions in the top and
bottom branches of the encoder are merginged by element-wise addition. The feature maps obtained
are subsequently transmitted to the decoder’s multi-scale convolution attention module. The feature
map produced by the multi-scale convolution attention module is merginged with the feature map
generated by the first 3 x 3 convolution operation in the decoder along the channel dimension. After
performing element-wise addition on the initial 3 x 3 convolutional feature maps from the upper and



2860 CMC, 2024, vol.80, no.2

lower branches of the encoder, along with the feature map generated by the first 3 x 3 convolution
operation in the decoder, the resulting feature map is sent to the feature transformation module. Then,
the acquired feature maps are merged with the feature map acquired from the initial 3 x 3 convolution
in the upper branch of the encoder and the feature map from the second 3 x 3 convolution in the
decoder. Ultimately, the merging feature map is processed by the third 3 x 3 convolutional layer in the
decoder, resulting in the final output image.

2.2 Region Attention Module

ODConv distinguishes itself from conventional convolution techniques by taking into account not
only the spatial dimension of the convolution kernel but also the dimensions of the input and output
channels [13]. ODConv employs a parallel methodology that integrates a multi-dimensional attention
mechanism to collect supplementary attention across the four dimensions of the kernel space. This
facilitates a more comprehensive utilization of the diversity and intricacy in the input data, hence
simplifying the acquisition of correlation information between features during the convolution oper-
ation and enhancing feature extraction. ODConv sequentially employs four attention computation

algorithms to different dimensions of the convolution kernel. The procedure is illustrated in Fig. 3
and is carried out sequentially from (a) to (d).
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Figure 3: Illustration of four types of attention in ODConv multiplied by convolution kernel step by
step, ® denotes the multiplication operations along different dimensions of the kernel space

First, the term “(a)” denotes the element-wise multiplication of each position of the convolution
kernel along the spatial dimension. This operation applies weights to the input features at different
points. The term “(b)” signifies that each channel of the convolution kernel undergoes an element-wise
multiplication operation along the input channel dimension to assign weights to various input channel
features. The term “(c)” signifies that the channel attention multiplication is initially performed along
the output channel dimension. This is followed by the element-by-element multiplication operation
on each filter of the convolution kernel to achieve the feature weighting of various output channels.
The convolution kernel’s core is multiplied element-wise along the output channel dimension to apply
further weighting, as denoted by (d). Each attention multiplication provides a distinct perspective
for examining the correlation between features in multiple dimensions, enabling ODConv to more
efficiently adjust the weight of the convolution kernel and improve feature extraction.

The feature map generated using ordinary convolution lacks spatial awareness in specific regions
and fails to capture local variations in features. This study utilizes ODConv as the fundamental
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component and a region attention module is proposed. Optimize the transfer efficiency of detailed
information across different positions within the feature map and enhance the correlation between
several channels to achieve more efficient features. The structure is depicted in Fig. 4. The spatial
perception features and channel perception features from the input feature map obtained using
1 x 1 ODConv in the upper and lower branches are merginged in the channel dimension to integrate
information and improve the network’s representation capability. Next, itis senttoa 1 x 1 ODConv
to produce a regional attention feature map with detailed regional information, which enhances the
precision of the network’s feature extraction process.

Output

1x1 ODConv © Concatenate TSkip Connection

Figure 4: The structure diagram of the region attention module

2.3 Multi-Scale Convolution Attention Module

During image fusion, the feature extraction and reconstruction process may not effectively utilize
the input feature information, leading to a fused image that lacks clarity and sharpness. Multi-scale
feature extraction uses numerous convolution branches with convolution kernels of varying sizes to
extract feature information at various scales. This method facilitates the capture of both global and
local features of the image. This paper combines multi-scale feature extraction with a multi-channel
feature fusion network to propose a multi-scale convolution attention module to improve the image
fusion effect. The structure is shown in Fig. 5.
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Figure 5: Structure diagram of multi-scale convolution attention module

In Fig. 5, the red virtual box represents a multi-channel feature fusion network. Within the
multi-channel feature fusion network, two input features undergo dimensionality reduction and
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mapping by 1 x 1 convolution. The upper and lower branch outputs are merged to enhance feature
diversity through channel-wise addition. The features are normalized by the normalization layer
to enhance the stability and convergence speed of the model. A 1 x 1 convolution is employed
to refine feature information and introduce non-linear mapping. The obtained features are merged
with the two input features to preserve the original information and facilitate gradient propagation
during model training. The output of the multi-channel feature fusion network is initially passed
through a normalization layer in the multi-scale convolution attention module to maintain feature
consistency and stability. The normalized features are subsequently inputted into the parallel multi-
scale convolution, which comprises convolutions of size 3 x 3 and 1 x 1. This is done to thoroughly
capture feature representations of various levels and scales, encompassing a wide range of object scales
and shapes. The weight of each scale feature is dynamically adjusted using addition operation, allowing
the network to efficiently merge information from different scales for feature extraction. The obtained
featured is inputted into the 1 x 1 convolution in both the upper and lower branches to establish
a residual connection, hence enhancing the network’s capacity to represent nonlinear patterns. The
output of the residual connection is transmitted to the 5 x 5 convolution layer to identify complex
patterns and structures, enhancing the model’s capacity for learning.

2.4 Feature Transformation Module

Iterative convolutional operations lead to the gradual deterioration of spatial details in the feature
map. Skip connections may lead to inadequate feature fusion, resulting in incomplete fusion of
visual information. This study proposes a feature transformation module that incorporates nonlinear
transformations to enhance the usability and adaptability of the model. The goal is to retain more
semantic information when merging to create accurate and lifelike fusion images. Fig. 6 displays
the structure. The input in the feature transformation module undergoes two consecutive 3 x 3
convolutions in the bottom branch to capture the semantic information of the input image globally,
improving the model’s understanding of the image content. The acquired output features are merged
with the residual features generated by the Bottle2neck module, using the channel dimension to enable
the exchange of information. This method aims to maintain the edges in the image fusion process.
The output features mentioned above are combined element by element with morphological features
created by a cascade 1 x 1 convolution to create topological features. This method strengthens the
visual representation of the fused image and improves the model’s robustness.

'leConv @ Element-wise Addition m Bottle2neck

© Concatenate m 3x3 Conv 1‘ Skip Connection

Figure 6: The structure diagram of the feature transformation module
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2.5 Design of Fusion Layer and Loss Function
2.5.1 Design of Fusion Layer

The algorithm proposed in the study exclusively employs the fusion layer solely during the
testing phase. This study utilizes conventional summation fusion rules and concatenation processes
to construct the fusion layer. Here is the detailed description:

F = (BI & BV) © (DI ® DV) (1)

In the formula, B,, D, represent the background feature map and the detail feature map,
respectively, m = I denotes the infrared image, m = V" denotes visible light image.

2.5.2 Loss Function

More image information needs to be acquired to enhance the model’s performance in image
reconstruction and feature extraction. The network structure’s total loss function during the training
phase is as follows:

L=L,+1L, (2

In the formula, L represents the network structure’s total loss during the training phase, L,
represents the encoder loss, L, represents the decoder loss.

L;: The hyperbolic tangent function and L, loss are utilized to highlight differences in background
features and minimize discrepancies in detailed features. The description is as follows:

Ly =®([By — Bll)) — o, x P (||1Dy — Dillh) 3)

In the formula, ® (-) is tanh function, || - ||, is the L, loss, and q, is the tuning parameters.

L,: The SSIM loss and MSE loss are weighted summation to evaluate the structural similarity and
pixel-level difference between the reconstructed and the source images. The gradient sparse penalty is
employed for regularization in order to maintain texture consistency, as the visible light image contains
abundant texture information. Decreasing its value enhances the quality of image restoration. Here is
the detailed description:

1 - SSIM (Sm> Rm)

LSSIM (Sma Rm) = 2 (4)
f(Sma Rm) = >\ * LSSIM (Sm: Rm) + ||Sm - Rm||§ (5)
Lp=o,*f(Sy,Ry) +as*f (S, R) +a,%||VS, — VR/||, (6)

In the formula, S,,, R, represent the source image and reconstructed image, respectively, m = [
denotes the infrared image, m = V" denotes visible light image, || - ||; is the MSE loss, V denotes the
gradient operator, a,, as, o, are tuning parameters, A is the hyperparameter.

2.6 Time Complexity Calculation

During the training phase, we use the following assumptions: the number of training epochs
is denoted as E, the number of iterations in each epoch is denoted as I, and the input image has
dimensions H x W x C, where H represents the height of the input image, W represents the width
of the input image, and C represents the number of input channels. The time complexity of the region
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attention module, multi-scale convolution attention module, and feature transformation module
described in this study may be estimated as O (H x W x C). Similarly, the time complexity of the
encoder and decoder is also O (H x W x C). Hence, the time complexity of the training phase of the
suggested algorithm can be estimated asO (E x I x H x W x C).

During the testing phase, it is presumed that the test data collection contains a total of N
photographs. The time complexity of the test phase in this paper is approximately O (N x H x W
x C), where N is the number of test samples, H is the height of the input image, W is the width of the
input image, and C is the number of input channels. The input image has dimensions H x W x C.

3 Experiments and Analysis
3.1 Introduction of Datasets

The CAEFusion algorithm’s performance is assessed using the TNO, FLIR, and NIR datasets
in this study [14-16]. The datasets encompass various scenarios and settings, facilitating a thorough
assessment of the algorithm’s suitability and robustness. The M3FD dataset was used for object
detection experiments to confirm the suitability of the CAEFusion method in downstream tasks [17].
This paper’s algorithm relies on the PyTorch framework. The experiment utilized a 2.60 GHz Intel
Xeon Platinum 8350 C CPU and NVIDIA RTX A5000 hardware with a 24 GB memory capacity. The
system operates on the Ubuntu 18.04 operating system.

TNO contains the multispectral nighttime impacts across various military-related situations.
FLIR includes 221 aligned visible light and infrared image pairs, displaying various scenarios of
highways, vehicles, pedestrians, and other elements. The NIR collection has 477 photos categorized
into nine groups: country, field, forest, mountain, old building, street, urban, and water. M3FD
includes high-resolution infrared and visible light images. There are annotations for six types of 33,603
objects: people, car, bus, motorcycle, lamp, and truck.

3.2 Evaluating Metrics

In this paper, information entropy (EN), standard deviation (SD), spatial frequency (SF), and
average gradient (AG) are used to evaluate the quality of the fused image.

EN: The information content of the fused image is determined by examining the distribution of
gray-scale value in the image. The mathematical expression is as follows:

L-1

EN = — Z’_:O (p: x log, p,) (7)

In the formula, L is the gray-scale level of the image, while p;, denotes the normalized histogram
of the corresponding gray-scale value in the image.

SD: Evaluate the image’s contrast. The mathematical expression is as follows:

1 1 J 1 ! ’ 2
SD = I Zi:l ijl |:F ) J Zi:l ijl F (l’])] N

In the formula, 7, J correspond to the height and breadth of the merged image, respectively. F (i, j)
is the value of the pixel in row i and column j of the fused image.
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SF: The image’s spatial domain activity is measured to determine its capacity to capture fine
details. The mathematical expression is as follows:

1 M-1 N-1 .. .. 2 .. . T2
SF=\/% 2 2 NFGH—FGj+DP +IF ()~ Fi+1)T} ©)

In the formula, F (i, ) is the value of the pixel in row i and column j of the fused image.

AG: Measure the image’s edge richness and level of detail. The mathematical expression is as
follows:

1 1 5 FG+ L) —FGH +[FG,j+1) —FGnT
-ty s

7 (10)

In the formula, F (i, ) is the value of the pixel in row 7 and column j of the fused image.

This study assesses the efficacy of object detection in the object detection task stage using mean
Average Precision (mAP) and evaluates it at an IoU thresholding of 0.5. The precise mathematical
equations are as follows:

1 n
mAP = — Zizl P, (11)

In the formula, P, represents the average precision of the target category, n is the number of all
categories.

3.3 Hyperparameters Setting

In the training phase, Adam optimized the network for 120 epochs, and the batch size was set to
16. The learning rate is set to 10~°, which is reduced by ten times per 40 epochs. The tuning parameters
in the loss function are empirically set as follows: &, = 0.5, o, = 2, o3 = 2, oy = 10, and A = 5. The
correlation between the loss function and epoch is illustrated in Fig. 7. Fig. 7 demonstrates that after
120 epochs, all the loss curves tend to be stable, demonstrating that the network can converge through
this setup.

3.4 Qualitative Comparison

The proposed algorithm is compared with DATFuse, YDTR, SwinFusion, SeAFusion, and
LDRepFM on the TNO, FLIR, and NIR datasets [18-22]. The selected photographs from datasets
are visually inspected and analyzed to assess the disparities in fusion performance among various
algorithms. Red and green boxes highlight the prominent areas in each fused image. FFig. 8 displays the
experimental results of the TNO dataset. By examining the contents of the red box in the fused image:
The mound texture in the DATFuse, YDTR, and LDRepFM algorithms is observed to be blurred.
The mound texture of the SwinFusion and SeAFusion algorithms is more distinct; however, there
are still areas with indistinct boundaries. The proposed algorithm accurately represents the textural
features of the gully edge on the mound and enhances the natural brightness of the image. Observing
the branches inside the green box: The SwinFusion, SeAFusion, and LDRepFM algorithms tend to
excessively prioritize the content of the infrared image, resulting in distortion in the fused image. The
boundaries between the branches of DATFuse and YDTR algorithms are indistinct. Conversely, the
branch edges of the proposed algorithm are distinct and natural.
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Figure 8: Experimental results on the TNO dataset

The experimental results of the FLIR dataset are shown in Fig. 9. Regarding the cables in the
red box: The DATFuse and LDRepFM algorithms demonstrate a preference for the visible light
image, leading to the failure to recover the presence of wires. The YDTR and SeAFusion algorithms
effectively recover the wire’s shape, although there are some blurred. The wire of SwinFusion resembles
the algorithm proposed in this work. The wire of the proposed approach provides a more distinct
subjective visual impression. For the automobile part in the green box: The edge features of the
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car wheels in the DATFuse, YDTR, and SeAFusion algorithms are indistinct. While the SwinFuse
algorithm has more refined wheel details compared to the algorithms mentioned above, they are still
vague. The proposed algorithm is comparable to SwinFuse and even better in contour clarity. Yet, the
proposed algorithm cannot depict wheel details as distinctly as the LDRepFM algorithm.

() SeAFusion {2) LDRepFM (h) Proposed

Figure 9: Experimental results on FLIR dataset

Fig. 10 displays the experimental results of the NIR dataset. Regarding the mountain part in
the red box: Certain information is absent because the DATFuse and LDRepFM algorithms favour
visible light images. The YDTR, SwinFuse, and SeAFuse algorithms fail to adequately depict the
complex features of the mountain, including the nuanced variations between bright and dark areas.
The proposed algorithm effectively highlights the textural intricacies of the light-dark transitions
on the mountain. Regarding the cloud’s shape in the green box: The DATFuse, YDTR, SwinFuse,
SeAFuse, and LDRepFM algorithms demonstrate different degrees of information loss, resulting in
incomplete restoration of the entire cloud structure. In contrast to the previously mentioned algorithm,
the suggested algorithm’s cloud representation merges data from both infrared and visible light
photographs to provide a comprehensive depiction of the cloud’s whole structure.

(2) LDRepFM

Figure 10: Experimental results on NIR dataset
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The experimental results demonstrate that the fused image generated by the proposed method
greatly enhances the visual quality of natural landscapes, including mountains, clouds, trees, and
automobiles. The proposed algorithm efficiently selects and processes complex data from both infrared
and visible light sources to generate a fused image. By properly merging the two, it produces high-
resolution images with distinct boundaries, rich textures, and authentic brightness, resulting in a
favourable subjective impression on viewers.

3.5 Quantitative Comparison

Quantitative comparison between the proposed algorithm and DATFuse, YDTR, SwinFusion,
SeAFusion, and LDRepFM on three datasets in this section. The TNO dataset’s experimental results
are displayed in Table 1. The table data clearly demonstrate that the proposed algorithm attains
the highest value across four metrics. More precisely, the EN measure exceeds the second-highest
SeAFusion approach by exactly 0.0692 points. The SD metric is 10.285 points greater than the second-
highest LDRepFM algorithm. The SF metric surpasses the second-highest SwinFuse method by 2.266
points. The AG metric exceeds the second-highest SeAFusion algorithm by 0.7465 points.

Table 1: Quantitative results of different methods on the TNO dataset

Fusion methods EN SD SF AG
DATFuse 6.5398 30.9731 8.3406 3.075
YDTR 6.511 24.9897 7.7713 2.7248
SwinFuse 7.0345 53.1762 13.6927 4.9621
SeAFusion 7.1713 48.1484 12.8035 5.0282
LDRepFM 6.941 55.2077 12.1856 4.5006
Proposed 7.2405 65.4927 15.9587 5.7747

Table 2 displays the experimental findings from the FLIR dataset. The table statistics clearly
demonstrate that the algorithm described in this study reaches the highest values in four criteria. The
EN metric is 0.3018 points greater than the SeAFusion algorithm which is the second-highest. The SD
metric exceeds the second-highest LDRepFM method by 5.8854 points. The SF metric surpasses the
second-highest SeAFusion algorithm by 2.9885 points, while the AG metric exceeds the second-highest
SeAFusion method by 0.5114 points.

Table 2: Quantitative results of different methods on the FLIR dataset

Fusion methods EN SD SF AG

DATFuse 6.6901 31.0108 9.4319 3.1639
YDTR 6.5166 27.4355 7.6073 2.5431
SwinFuse 7.3854 47.6814 12.2357 4.1201
SeAFusion 7.3938 49.9928 12.6094 4.5251
LDRepFM 7.254 56.9549 10.2176 3.3683

Proposed 7.6956 62.8403 15.5979 5.0365
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Table 3 displays the experimental results of the NIR dataset. The suggested algorithm achieves the
second highest ranking in the EN metric and surpasses the performance of the other five algorithms
in three criteria. The SD metric exceeds the second-highest SwinFusion algorithm by 13.9006 points.
The SF metric exceeds the second-highest SwinFusion algorithm by 8.5326 points. The AG metric is
2.5652 points greater than the second-highest SwinFusion algorithm.

Table 3: Quantitative results of different methods on the NIR dataset

Fusion methods EN SD SF AG
DATFuse 6.8423 32.2052 16.6654 5.3915
YDTR 7.0949 40.1711 15.3634 49714
SwinFuse 7.7788 71.7153 25.4615 8.6115
SeAFusion 7.353 48.7384 21.5637 7.8634
LDRepFM 7.4849 50.6299 16.4281 5.8337
Proposed 7.6572 85.6159 33.9977 11.1767

The aforementioned experimental results illustrate that the suggested algorithm excels in various
elements of fused image quality, resulting in a fused image that exhibits enhanced clarity, intricate
details, and a harmonious distribution of brightness.

3.6 Ablation Experiment

In this section, A represents the region attention module, B represents the multi-scale convolution
attention module, and C represents the feature transformation module. The efficiency of the suggested
three modules is validated through ablation experiments done on the TNO dataset. The experimental
results are shown in Table 4. In Table 4, the red marker with the highest value and the blue marker with
the second-highest value are used in this section. The data in the table shows that incorporating the C
module into the A + B module results in a modest fall in the EN, SF, and AG metrics compared to
the A + B module, while the SD metric increases by 8.0956 points. In general, the combined average
of the four metrics in module A + B + C is higher than that of the A + B module. By integrating
the B module into the A + C module, the four metrics show improvement compared to using simply
the A + C module. After adding A module, which is based on B + C, the four metrics demonstrate
enhancement compared to using only B 4+ C. In general, the introduction of new modules may cause a
slight decrease in certain metrics. However, the overall impact of the three modules can greatly improve
the quality of fused images.

Table 4: Ablation experiments performed on the TNO dataset

A+B A+C B+C A+B+C
EN 7.3072 7.2069 7.0456 7.2405
SD 57.3971 59.9416 61.9652 65.4927
SF 17.7012 15.1803 14.0611 15.9587

AG 6.3991 5.4186 5.0734 5.7747
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3.7 Object Detection Experiment

This article employs mean average precision (mAP) as a measure to assess detection performance,
with an Intersection over Union (IoU) threshold of 0.5. Fig. 11 displays the experimental outcomes.
The suggested method outperforms the five fusion methods with the best top-2 accuracy across many
categories, ranking first on average across all categories and showing more stable overall performance.
The experimental results unambiguously demonstrate that the fusion algorithm described in this
research offers substantial benefits for improving the capability of downstream object object detection
tasks.
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Figure 11: The experimental outcomes of object detection utilizing M3FD

4 Conclusion

The paper introduces the CAEFusion algorithm, which infrared and visible light image fusion
through a convolutional autoencoder. The approach utilizes a region attention module that consists
of dynamic convolution to enhance the perception of spatial information in various places. The
multi-scale convolution attention module broadens the network’s receptive field range and improves
its effectiveness in utilizing image information. The CAEFusion algorithm incorporates semantic
features through the feature transformation module to direct the fusion process, improve the structural
coherence of the original image more effectively, and minimize information loss. As demonstrated
by the above experiments, the CAEFusion algorithm outperforms other algorithms in terms of
edge identification and brightness balance. This algorithm enhances the clarity and visibility of
the fused image, effectively improving its quality. Meanwhile, the proposed algorithm’s potential in
several applications, including object detection and recognition and environmental monitoring, is
confirmed. However, this algorithm has several limitations. In future development, it is necessary to
address the following issues: (1) The algorithm model presented in this paper exhibits potential issues
with overfitting. To address this, future work could focus on making the model more lightweight
using techniques such as data augmentation or unstructured pruning. (2) In future research, the
technique presented in this study could be expanded upon by integrating the fusion algorithm with
3D image processing technologies. This integration has the potential to enhance the visualization and
understanding of 3D scenes. (3) There is a significant disparity between the current public data sets and
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the data distribution of particular situations. Adding data collection in future studies would enhance
the evaluation of the model’s performance across various circumstances.
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