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ABSTRACT

With the rapid spread of Internet information and the spread of fake news, the detection of fake news becomes
more and more important. Traditional detection methods often rely on a single emotional or semantic feature to
identify fake news, but these methods have limitations when dealing with news in specific domains. In order to
solve the problem of weak feature correlation between data from different domains, a model for detecting fake
news by integrating domain-specific emotional and semantic features is proposed. This method makes full use of
the attention mechanism, grasps the correlation between different features, and effectively improves the effect of
feature fusion. The algorithm first extracts the semantic features of news text through the Bi-LSTM (Bidirectional
Long Short-Term Memory) layer to capture the contextual relevance of news text. Senta-BiLSTM is then used to
extract emotional features and predict the probability of positive and negative emotions in the text. It then uses
domain features as an enhancement feature and attention mechanism to fully capture more fine-grained emotional
features associated with that domain. Finally, the fusion features are taken as the input of the fake news detection
classifier, combined with the multi-task representation of information, and the MLP and Softmax functions are
used for classification. The experimental results show that on the Chinese dataset Weibo21, the F1 value of this
model is 0.958, 4.9% higher than that of the sub-optimal model; on the English dataset FakeNewsNet, the F1 value
of the detection result of this model is 0.845, 1.8% higher than that of the sub-optimal model, which is advanced
and feasible.
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1 Introduction

The 53rd China Internet Development Statistics Report (CNNIC), released in March 2024,
showed that China had 1092 million Internet users at the end of December 2023, an increase of 24.8
million from December 2022, and an Internet penetration rate of 77.5%. With the further acceleration
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of digital infrastructure construction, the continuous enrichment of resource applications, and the
explosive growth of information, social media platforms such as Weibo, WeChat public accounts, and
TikTok, which are particularly important components of social media, provide information and social
platforms for Internet users, while also creating a breeding ground for the spread of fake news that
confuses the public. Fake news such as “essential oil suppresses viral infections”, “five eggs a day
prevents colds”, and “residents go out to shave their heads during the pandemic” have proliferated as
the Internet has become more inundated with information. Fake news that disseminates widely and
quickly often contains arbitrary and inflammatory language, is carefully crafted as “clickbait”, is often
characterized by “lack of detail” and “incitement others’ emotions”, can mislead people’s judgment
and can have serious negative consequences for society. Fake news is spreading and deepening because
of the “echo chamber effect” on social media. Therefore, the detection of fake news has become a hot
topic in the field of information processing [1].

Fake news detection is often defined as a classification problem, and feature extraction is a key
step in capping the performance [2]. Therefore, how to explore the relationship between different
characteristics has also become a subject of continuous research by scholars. Jin et al. [3] first proposed
att-RNN, which integrates a variety of pattern features including text, visual features, and user portrait
features and adjusts features using the attention mechanism. Khattar et al. [4] proposed a Multimodal
Variational Autoencoder (MVAE), which trains users to find correlations between different patterns
in a particular tweet. The model proposed by Zeng et al. [5] not only explores the semantic relationship
between text content and accompanying diagrams, but also utilizes attention mechanism to highlight
important parts of specific news articles.

Association rule technology is widely used in social media, and its greatest advantage is the ability
to provide and summarize information. The output of this algorithm is easy to explain and can be
inferred in all application fields. Delgado et al. [6] proposed one of the earliest papers to solve the
problem of text association rules, which defined text transactions and applied fuzzy association rules
to text transactions. Another interesting study by Feng et al. [7] explored the relationship between
mood, colour and social labels through associative rules. In this study, association rule was used to
encode images, linking pixel colors to specific emotions. Sheydaei et al. [8] proposed an association
classification algorithm, including feature selection stages for selecting vital features and a clustering
phase based on class labels. Rohidin et al. [9] proposed a text classification method combining the
association method with a fuzzy soft set and obtained good classification accuracy. Cai et al. [10]
proposed a fully shared multi-domain neuro emotional classification model, revealing the relationship
between domains and emotions. These studies indicate that by linking object characteristics in social
media and utilizing various of data to improve classification performance, classification problems can
be better understood.

Therefore, this work clearly recognizes the significance of characteristics and suggests the DESF
model (Domain-Emotion-Semantics Fusion), which combines semantic and domain-related senti-
ment characteristics. The accuracy and robustness of false information detection are enhanced by
integrating the sentiment, domain, and semantic feature extraction modules. Ultimately, classification
detection is accomplished by utilizing the Softmax function. The following are this paper’s primary
contributions:

(1) It makes complete use of the feature relevance criteria, concentrates on key terms in the text,
determines the sentiment polarity of those words in particular domains, and extracts more detailed
sentiment features in other domains.
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(2) It improves the model’s capacity to concentrate on and comprehend important information
by skillfully fusing numerous features, including domain features, sentiment features, and semantic
features, using an attention method.

(3) To confirm the validity and efficiency of the suggested approach, this work carries out in-
depth tests using the suggested DESF model (Domain-Emotion-Semantics Fusion) on Weibo21 and
FakeNewsNet, then contrasts it with nine baseline models, including EANN.

(4) This study investigates the identification of false news within the framework of the Chinese
language, emphasizing the unique connection between text and emotional characteristics.

Section 2 provides a literature review of relevant works in recent years, introducing the current
status of fake news detection and the application of feature fusion methods. Section 3 introduces
the proposed model. Section 4 details the datasets, experimental settings, and thorough analysis of
experimental results, along with a sufficient discussion of the ablation study results. Section 5 draws
conclusions based on the research presented in this paper.

2 Related Work
2.1 Fake News Detection

Fake news detection has been a highly concerned field in recent years, aiming to detect and address
the widespread dissemination of false information on the Internet. In recent years, traditional machine
learning methods, such as Naive Bayes, Support Vector Machine (SVM), and Random Forest, have
been widely applied in detection. Researchers have utilized various features such as text features, social
media features, and semantic features for detection. As research progresses, deep learning methods like
CNN and RNN have also achieved certain results. Jiet al. [1 1] utilized knowledge graphs to detect fake
news, establishing a rich knowledge base in terms of propagation relationships, entity knowledge, and
event timelines, and combining them with text features for analysis. Liu et al. [12] paid more attention
to the fusion of multimodal features, including text, images, and videos. The fusion of multimodal
features can provide more comprehensive information, contributing to the improvement of accuracy.
Given the continuous evolution of fake news creators, Li et al. [13] established competition between
models and those generating fake news through methods such as Generative Adversarial Networks
(GAN), enhancing the model’s ability to counter various false information. Sahoo et al. [14] used
multiple features associated with Facebook account with some news content features to analyze the
behavior of the account through deep learning. Zhang et al. [15] presented a deep learning-based fast
fake news detection model for cyber-physical social services. Taking Chinese text as the objective, each
character in Chinese text was directly adopted as the basic processing unit. Considering the fact that
the news were generally short texts and could be remarkably featured by some keywords, convolution-
based neural computing framework was adopted to extract feature representation for news texts.

Despite some challenges in fake news detection, researchers are constantly striving to improve the
accuracy and robustness of the models.

2.2 Feature Fusion

Feature fusion involves combining multiple features or feature sets to create a more informative
and discriminative data representation. It aims to enhance the overall performance of the model by
utilizing the complementary information provided by different features [16]. Common feature fusion
methods include concatenation, which appends features together to form a longer feature vector;
weighted summation, where different features are combined with weights reflecting their importance;
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and more complex techniques such as kernel-based fusion or deep learning-based fusion. Feature
fusion enables the combination of multiple features to create a more discriminative data representation,
playing a crucial role in improving the performance of predictive models and extracting meaningful
information from raw data. Wang et al. [1 7] proposed a novel fine-grained multimodal fusion network
(FMFN) to fully fuse textual features and visual features for fake news detection. Li et al. [1 8] proposed
a novel framework named semantic-enhanced multimodal fusion network, which can better capture
mutual features among events and thus benefit the detection of fake news. Guo et al. [19] proposed
a mutual attention neural network (MANN) that can learn the relationship between each different
modality.

Based on the different sources of network information, it can be divided into several domains
(politics, history, culture, etc.), and online fake news has different characteristics in each domain [20].
Typically, genuine information tends to be more objective and neutral in sentiment, while fake news is
often spread in an exaggerated and propagandistic manner, with a higher degree of emotional arousal.
Through sentiment features, we can analyze the emotional intensity, sentiment polarity, and other
characteristics of the text to determine whether there is fake news. Semantic features can reveal the
semantic relationships between texts. However, single sentiment features or semantic features only
serve as an auxiliary means, and their accuracy is limited by the accuracy of annotation and extraction.
Therefore, fusing features can improve the accuracy of detection. The innovation pairs of different
methods are shown in Table 1.

Table 1: Comparison of innovation points of different methods

Method Innovation point

Jietal. [11] Knowledge graphs

Liuetal. [12] The fusion of multimodal features, including text, images, and videos

Lietal. [13] Generative Adversarial Networks (GAN)

Sahoo et al. [14] Used multiple features associated with Facebook account with some
news content features

Zhanget al. [15] Convolution-based neural computing framework

Wang et al. [17] A novel fine-grained multimodal fusion network (FMFN)

Lietal. [18] Semantic-enhanced multimodal fusion network

Guo et al. [19] A mutual attention neural network (MANN)

Our DESF Multi-domain feature, semantic feature, emotion feature, feature fusion,
Attention

3 Method

3.1 Model Construction

Fake news detection is often modeled as a binary classification task, where the model input is news
text and the output is a label indicating whether the news is true or fake. This paper proposes the DESF
model by effectively fusing emotional features, domain features, and textual features. The model aims
to identify the emotional polarity of important words in different domains, capture domain-specific
information in the text, and then fuse the emotional features of domain words with semantic features
to extract more fine-grained textual information.
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DESF model is primarily composed of five parts: the first part is the domain feature extraction
module, which extracts feature representations of different domains through domain encoding of
nine domains such as politics, military, culture, and society. The second part is the emotional feature
extraction module, which analyzes the emotional tendency of the text through the Senta-BiLSTM
model and utilizes an attention mechanism to fuse the domain features and emotional features. The
third part is the semantic feature extraction module, which employs Bi-LSTM to extract semantic
features from the text. The fourth part is the feature fusion module, which fully integrates semantic
features with domain-emotion relevance features to capture the global dependencies of the text. The
fifth part is the prediction layer, which classifies the fused features through MLP and the Softmax
function, and calculates the loss. The overall architecture is shown in Fig. |, consisting mainly of an
input layer, a feature representation layer, an attention layer, a feature fusion layer, and an output layer.
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Figure 1: Overall architecture diagram of the DESF model

3.2 Input Layer

Assuming that N represents a news text composed of 7" words, where w represents a word, then
a news text can be expressed as N = {w,, w,, w; - - - w}. Before input, the source data undergoes text
cleaning, including removing duplicate data, stop words, and other unnecessary elements, to improve
data quality and eliminate unnecessary noise. Feature representation layer.

3.3 Extracting Semantic Features with Bi-LSTM Layer

For a news text, it is often necessary to pay attention to contextual relevance, especially when
dealing with texts from different domains. Combining the context can better determine the semantics.
For instance, in the electronics domain, when commenting on battery performance, the adjective
“fast” preceded by “charging” indicates that the battery has good performance with a short charging
time, while if preceded by “power consumption”, it suggests poor battery performance with a shorter
standby time.

In traditional recurrent neural network models and LSTM models, information can only propa-
gate forward, resulting in the state at time ¢ depending only on information before time ¢. To ensure that
each moment contains contextual information, this paper utilizes the combination of the bidirectional
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recurrent neural network (BiRNN) model and LSTM units, known as Bi-LSTM, to capture contextual
information. Bi-LSTM can process data from two directions simultaneously using two independent
hidden layers [21], combining the output data as input to the output layer. While preserving the
relevance of the original text’s words, it fully incorporates the context, effectively reducing semantic
ambiguity. The working principle of the LSTM model is formulated as follows:

i, = sigmoid (W; x [h,_,, x,]+ b)) (1)
f, = sigmoid (W; x [h,_,,x]+ b;) ()
o, = sigmoid (W, x [h_,x]+b,) 3)
¢ =f0c,+i0tanh (W, x [h_,x]+b.) 4)
h, = 0, ® tanh (c,) (5)

where x, represents the input vector at time ¢#; The input door, the forgetting door and the output door
are represented by i, f, and o,, respectively. W,, W, and W, represent the weight matrix of input gate,
forgetting gate and output gate, respectively. b,, b, and b, represent bias vectors of input gate, forgetting
gate and output gate, respectively. ¢, represents the memory unit of the current moment; 7— 1 represents
the moment after the current moment #; W, and b, represent the weight matrix and bias vector of the
current information; sigmoid (-) and tanh (-) represent activation functions; #, is the output vector.

Therefore, the output is:

T = LSTM (h_>1 x,) (6)
= <«—

h,= LSTM (h,,,, x,) (N
V= [Eta }Z] (8)

J and h represent the feature vector obtained by the forward and reverse LSTM models respec-
tively, and y, represents the semantic feature vector obtained by the Bi-LSTM model at the current time.

3.4 Sentiment Feature Extraction

In real-world scenarios, news publishers often release tweets with strong emotions to attract traffic,
resonate with the audience, and promote widespread dissemination. Fake news often contains char-
acteristics such as “exaggerated techniques” and “inflammatory vocabulary”, which affect readers’
subjective judgments. Therefore, sentiment features play a significant role.

After selecting a dataset with appropriate size and diverse categories, this paper uses the Senta-
BILSTM model to analyze the sentiment tendency of the text [22]. By capturing long-distance
dependencies in the text and sentiment information in the context, it achieves accurate judgment of the
sentiment polarity of the text. In specific experiments, the model is first fine-tuned by adjusting model
parameters to adapt to the task and dataset. Then, the model is used to detect news texts, predicting
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the probability of positive sentiment and the probability of negative sentiment of the text. Finally, a
representation of the sentiment polarity features of the news text is obtained. In this paper, N is used
to represent the news text, and y, is used to represent the sentiment feature vector, then:

y, = Senta_BiLSTM (N) )

3.5 Domain Feature Embedding

The issue of domain shift and cross-domain relevance among different news domains poses
significant challenges to the predictive capabilities of the model. The goal of domain feature extraction
is to identify sources that represent the key information of the data, making the model discriminative,
stable, and interpretable.

After extracting the semantic and sentiment features of the text, this paper employs domain encod-
ing as an enhanced feature to make the feature extraction more fine-grained. During experimentation,
manually classified domain labels are adopted, and for each domain, the encoded domain vector
representation is obtained:

D={D,....D,) (10)

where D represents the domain vector.

3.6 Attention Layer

The same emotional word may have different emotional tendencies in different domain corpora.
This paper adopts an attention mechanism to capture the “domain-sentiment” relationship. By
assigning different weights to emotional words in different domains, the model can more accurately
understand the emotional information in the text.

The experiment employs an additive attention mechanism to dynamically adjust the relationship
between domain features and sentiment features by learning an attention weight vector. First, the
attention score is calculated, and its formula is as follows:

text score (D, y,) = texttanh (W,D + W, y.) (11)
where W, and W, are the weight matrices for learning.

Based on the attention score, the attention weight « is calculated:

o = text soft max (text score (D,.)) (12)

Weighted summation of domain features using attention weights gives the final representation:
text final representation = f, = sum («,D,) (13)

where 7 represents the number of domains, and f, represents the final representation.

3.7 Feature Fusion Layer

The enhanced domain features D, sentiment features y,, and semantic features y, are fused through
an adaptive gate to form the final fused feature C. This process captures the global dependencies of
the text and adaptively focuses on the key features, reducing redundant information introduced during
model concatenation and improving the ability to understand news texts. As shown in the formula:

C=aD+ By.+y (14)
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In the formula, learnable parameters « and 8 are added, and the parameter before the semantic
features y, is represented as 1.

3.8 Prediction Layer

The fused features are input into MLP, and finally connected to a softmax layer for predicting
false news, as shown in the formula:

y = softmax (W x« MLP (C) + b) (15)

where W and b represent the connection layer parameters and bias terms, respectively. When
calculating the loss, this paper adopts the cross-entropy loss function for training, as shown in the
formula:

L=—[ylogy+(1—ylog(l—-7)] (16)
where y represents the true label value, and y represents the predicted probability value.

4 Experiment Process and Result Analysis

To prevent overfitting of the model, this paper introduces Dropout to ensure randomness during
training, setting the Dropout parameter to 0.5. The learning rate is set to 0.001 to train the model, and
200 training iterations are performed. L2 regularization is applied to the fully connected layer with a
value of 0.01, and the size is set to 50. To ensure the effectiveness, the Adam optimizer is selected to
automatically adjust the learning rate and weight decay. Meanwhile, to reduce the instability of model
training, different random numbers are used to initialize the model, and the average of the results from
3 runs is taken.

4.1 Datasets

This paper selects FakeNewsNet [23] and Weibo21 [24] to verify the effectiveness of DESF.
Among them, FakeNewsNet is a data repository that contains news content, social context, and
spatiotemporal information, mainly covering two domains of politics and entertainment. The Weibo21
dataset is a rearrangement of the publicly available Weibo dataset by a laboratory of the Institute of
Computing Technology, Chinese Academy of Sciences, including false information officially disclosed
by Weibo from December 2014 to March 2021. Each piece of data contains multi-dimensional
information such as text content, comments, and timestamps, covering a total of 9 topic domains.

This paper collects and organizes the datasets, and the final statistical information of the English
dataset 1s shown in Table 2, Chinese dataset is shown in Table 3.

Table 2: The statistics of FakeNewsNet datasets

Domain PolitiFact GossipCop All
Real 447 16,804 17,251
Fake 379 5067 5446

Total 826 21,871 22,697
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Table 3: The statistics of Weibo21 datasets

Domain Science Military Education Disasters Politics
Real 143 121 243 185 306
Fake 93 222 248 591 546
Total 236 343 491 776 852
Domain Health Finance Entertainment Society All
Real 485 959 1000 1198 4460
Fake 515 362 440 1471 4488
Total 1000 1321 1440 2669 9128

This paper splits the dataset into training, validation, and test sets according to a 6:2:2 ratio, and
fully leverages the enhancement effect of domain features through the 9 domains in the Chinese dataset
and the 2 domains in the English dataset. Each news item is labeled with a specific domain.

4.2 Evaluation Metrics

The evaluation metrics includes accuracy, precision, recall, and F1 score. Their meanings are as
follows:

(1) Accuracy represents the proportion of correctly classified samples to the total number of
samples.

TP+ FN

A —
CUraY = Tp Ty FP+ TN + FN

(17

(2) Precision represents the proportion of correctly classified positive samples to all positive
samples classified by the classifier.
TP

Precision = ——— (18)
TP+ FP

(3) Recall represents the proportion of correctly classified positive samples to the total number of
positive samples.
TP

Recall = ———— (19)
TP+ FN

(4) F1 score represents the weighted harmonic mean of precision and recall, where P stands for
precision and R stands for recall.
_ 2% Px R

— 20
‘ P+ R (20)

4.3 Baseline Models

To fully validate the effectiveness of DESF, this paper adopts two types of baseline models for
comparative verification and analyzes the experimental results.
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The first type: We select the following baseline models from the perspective of how to consider
domain feature factors:

FuDFEND [25]: A fuzzy domain approach for multi-domain fake news detection, which utilizes
neural networks to fit the fuzzy reasoning process and constructs a fuzzy domain label for each
news item.

MDFEND [24]: A multi-domain detection method based on a multi-expert framework, which
aggregates the representations of multiple “experts” through “domain gates”.

SLFEND [26]: This model utilizes soft labels to extract multi-domain features of news and obtain
the final overall feature representation.

M3FEND [27]: It uses a multi-view modeling approach to simultaneously model the semantic,
style, and emotional information of news, and employs a cross-view interaction method to more fully
model the interaction information between views.

CFPFND [28]: The method based on cross-feature perception fusion, captures multiple feature
differences between news from different domains, explores the correlation between news, and controls
the feature fusion strategy of the model in different domains from multiple dimensions.

The second type: The following baseline models are selected from the perspective of feature fusion:
BERT [29]: Uses the BERT pre-trained model to extract news text features and classify them.

BiGRU [30]: A multi-layer structure based on GRU, which adds a second GRU layer to capture
high-level feature interactions between different time steps.

SpotFake [31]: A multimodal framework that utilizes both textual and visual features of an article
to detect fake news.

EANN [32]: This model uses an event discriminator to measure the differences between different
events and further learns event-invariant features.

4.4 Analysis of Experimental Results

The experiment utilized nine baseline models and the DESF model to train on both Chinese and
English datasets, and the trained models were tested on the test set, using F1 score as the evaluation
metric. Based on different baseline models, the results are presented as follows:

(1) Starting from the perspective of how the models combine domain features for detection, the
results are shown in Tables 4 and 5.

Table 4: Performance comparison between DESF and other baseline methods on Weibo21

Method Edu. Disasters Health Finance Politics Military Science Society Ent.

MDFEND 0.883 0.878 0943  0.875 0.883 0.936 0.833 0.894 0.909
M3FEND  0.884 0.882 0952  0.899 0.888 0.928 0.838 0.904 0.929
FuDFEND 0.892 0.906 0942  0.890 0.901 0.947 0.813 0.917 0.916
SLFEND 0.928 0.891 0924  0.923 0.937 0.923 0.883 0.927 0.925
CFPFND 0918 0.896 0.957  0.905 0.897 0.971 0.862 0.915 0.928
DESF 0.923 0.913 0.959  0.927 0.920 0.958 0.887 0.929 0.931
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Table 5: A comprehensive view of performance across different models

Method Precision Recall F1 score
MDFEND 0.906 0.880 0.893
M3FEND 0.898 0.902 0.900
FuDFEND 0.901 0.905 0.903
SLFEND 0.910 0.916 0.918
CFPFND 0.904 0.930 0.917
DESF 0.929 0.925 0.927

To facilitate a clearer comparison of the results of DESF with other baseline models on the Weibo,
this paper utilizes a combined graph to visualize the changes and differences in the data curves as

shown in Fig. 2 below:
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Figure 2: Results comparison of different models on Weibo21 datasets (F1 score)
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Fig. 2 shows the proposed DESF model in this paper outperforms other models in multiple
domains, especially in the fields of health, economy, science, society, accident disasters, and enter-
tainment, demonstrating strong generalization ability and overall robustness. Analyzing the data from
a single domain, DESF achieved an F1 score of 0.959 in the health domain, which is 0.002 higher
than the second-best model CFPEND in this domain. In the accident disaster domain, the DESF
model achieved an F1 score of 0.913, which is 0.007 higher than the F1 score of the second-best model
FuDFEND, while the F1 scores of the other four models in this domain are around 0.89. In the
economic domain, the DESF model achieved good performance with an F1 score of 0.927, which
is 5.9% higher than MDFEND and 0.4% higher than the SLFEND model. In the science, society, and
entertainment domains, the F1 scores of the DESF model are 0.887, 0.929, and 0.931, respectively,
which are 0.5%, 0.2%, and 0.2% higher than the corresponding second-best models. In the military
domain, DESF achieved an F1 score of 0.958, which is 0.013 lower than CFPFND, while FuDFEND
and MDFEND also achieved good detection results with F1 scores of 0.947 and 0.936. In the political
domain, the SLFEND model performed the best, while the DESF model, second only to SLFEND,
achieved an F1 score of 0.920. There are a total of 491 news items in the education domain, with 243
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real news and 248 fake news. Although the sample size is not large, it is able to detect fake news well. The
DESF model achieved an F1 score of 0.923 in this domain. From the perspective of the nine domains
included in this dataset, the green line representing the DESF model is generally evenly distributed,
indicating this model is relatively stable and able to maintain a relatively accurate detection rate.

The FakeNewsNet dataset primarily consists of two domains: PolitiFact and GossipCop. As
shown in Table 6, the proposed DESF outperforms the other five models. On the PolitiFact dataset,
DESF achieved an F1 score of 0.862, representing a 0.001 improvement compared to the second-
best model MDFEND’s score of 0.861. On the GossipCop dataset, DESF achieved an F1 score
of 0.828, surpassing the second-best model CFPFND by a margin of 0.2%, demonstrating good
detection performance. Therefore, overall, the DESF model proposed in this paper shows some
progress. Compared to the results on the Chinese dataset, the DESF model exhibits better fake
news detection performance on the Chinese dataset than on the English dataset. This may be due to
significant differences in grammar, vocabulary, and sentence structures between Chinese and English.
These differences can lead to variations in the model’s performance when processing the two languages.
For example, Chinese words often have richer meanings and contextual dependencies, while English
may focus more on word order and grammatical structures. The results on PolitiFact is shown in Fig. 3
and the results on GossipCop is shown in Fig. 4.

Table 6: Performance comparison between different methods on FakeNewsNet

Method PolitiFact GossipCop  All

MDFEND 0.861 0.806 0.822
M3FEND 0.856 0.822 0.820
FuDFEND 0.859 0.822 0.819
SLFEND 0.857 0.823 0.822
CFPFND 0.860 0.826 0.825
DESF 0.862 0.828 0.825

OMDFEND OM3FEND O FuDFEND DSLFEND D CFPFND O DESF

0.863
0.862
0.861

0.86
0.859

0.858
0.857

0.856
0.855
0.854
0.853

Figure 3: Results on PolitiFact

PolitiFact
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Figure 4: Results on GossipCop

From the perspective of whether the model combines feature fusion for false news detection, the
experimental results are as follows:

Table 7 shows DESF exhibits outstanding performance compared to other baseline models.
Among the nine domain datasets, the DESF achieved an F1 score of 0.958, which is 4.9% higher than
the second-best model EANN and 6.3% higher than SpotFake. In the education domain, the DESF
achieved an F1 score of 0.923, which is 6.3% higher than the second-best model EANN and 13.4%
higher than BIGRU. Furthermore, in the areas of accident disasters, economy, health, entertainment,
politics, and society, the DESF achieved F1 scores exceeding 0.9, demonstrating good performance.
This suggests that feature fusion methods play an important role in the process of fake news detection,
as combining different types of features through different models and algorithms can yield different
results. DESF combines the relationship between domain-related sentiment features and semantic
features, achieving good detection results on both datasets.

Table 7: Performance comparison between different methods on Weibo21

Method Edu. Disasters Health Finance Ent. Politics Military Science Society

BiGRU 0.814 0.794 0.887  0.829 0.863 0.836 0.872 0.727 0.849
EANN 0.868 0.894 0.935  0.879 0.919 0.869 0.913 0.826 0.904
BERT 0.833  0.851 0.909  0.875 0.877 0.921 0.907 0.777 0.858
SpotFake 0.857 0.893 0.964  0.847 0.903 0.819 0.901 0.932 0.898
DESF 0.923 0.913 0.959  0.927 0.931 0.920 0.958 0.887 0.929

Table 8 shows the performance of the five models: BiGRU, EANN, BERT, SpotFake, and DESF
on FakeNewsNet. Through comparison, it is found that DESF achieved the best performance in the
PolitiFact domain, obtaining an F1 score of 0.862, which is 3.6% higher than the second-best model
BiGRU and 5.8% higher than the SpotFake model. In the GossipCop domain, DESF achieved the
second-best performance. Overall, the DESF model, with an F1 score of 0.845, is 1.8% higher than the
second-best model and 4.8% higher than EANN, demonstrating strong competitiveness and detection
capabilities. To visually reflect the differences in model performance, this paper uses Figs. 5 and 6 to
showcase the curve changes.
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Table 8: Performance comparison between different methods on FakeNewsNet

Method PolitiFact GossipCop All
BiGRU 0.832 0.819 0.826
EANN 0.826 0.786 0.806
BERT 0.827 0.833 0.830
SpotFake 0.815 0.820 0.818
DESF 0.862 0.828 0.845

0.88

0.86

0.84

0.82

0.80

0.78

0.76 All

0.74

BiGRU EANN GossipCop
FERT SpotFake DESF PolinFact

= 0.74-0.76 ®0.76-0.78 ®0.80-0.82 m 0.78-0.80
10.84-0.86 ®0.86-0.88 m0.82-0.84

Figure 5: Performance between different models
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Figure 6: Performance on PolitiFact

Figs. 5 and 6 show the comparison of the results of different models. It can be clearly seen that
DESF proposed in this paper has obvious advantages on the FakeNewsNet data set and can better
realize the task of false news detection.
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4.5 Ablation Experiment

To explore the contributions of each component in the proposed model, this paper conducts
an ablation study to evaluate the impact of different features on the fake news detection algorithm.
Specifically, the experiments are set up as follows: domain features, sentiment features, and semantic
features are removed individually to observe the performance changes after the removal of these
features.

Experiment (): Remove the domain feature extraction step, and only fuse sentiment features and
semantic features in the experiment.

Experiment ¢G): Remove the sentiment feature extraction step, and only fuse domain features and
semantic features in the experiment.

Experiment 5): Remove the semantic feature extraction step, and only fuse sentiment features and
domain features in the experiment.

Experiment (): Remove the domain-related sentiment feature extraction step, only use semantic
features for fake news detection.

These three experiments are validated on the Weibo21 and FakeNewsNet datasets separately to
measure the performance and rationality of different modules, and are compared with the DESF
model proposed in this paper. The experimental results are shown in Table 9.

Table 9: Results of ablation experiments performed by DESF on two datasets

Fake news Real news

Method Accuracy Precision Recall F1 score Precision Recall F1 score

Weibo21 ® 0.834 0.839 0.851 0.845 0.829 0.647 0.727
® 0.821 0.825 0.829 0.827 0.682 0.790 0.732
® 0.817 0.819 0.824 0.821 0.547 0.698 0.613
® 0.789 0.792 0.796 0.794 0.685 0.740 0.711
DESF  0.896 0.899 0.913 0.906 0.891 0.784 0.834
FakeNewsNet () 0.823 0.803 0.834 0.818 0.832 0.849 0.840
® 0.827 0.799 0.863 0.828 0.829 0.837 0.833
® 0.835 0.732 0.798 0.764 0.846 0.852 0.849
® 0.799 0.657 0.721 0.689 0.801 0.805 0.803

DESF  0.838 0.840 0.852 0.845 0.842 0.850 0.846

Through analysis, it can be found that DESF proposed in this paper, which combines domain-
related sentiment features and semantic features for fake news detection, fully leverages the advantages
of feature fusion and has absolute advantages. On Weibo21, it achieved an accuracy of 0.896, an
F1 score of 0.906 for detecting fake news, and an F1 score of 0.727 for detecting real news. On the
FakeNewsNet dataset, the accuracy is 0.838, the F1 score for detecting fake news is 0.845, and the F1
score for detecting real news is 0.834.
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When Experiment () removes domain features and only uses sentiment and semantic features on
the Weibo21 dataset, the accuracy decreases by 7.4% compared to the DESF model, and the F1 score
decreases by 7.2%. On the FakeNewsNet dataset, the accuracy decreases by 1.8% and the F1 score
decreases by 3.3% compared to the DESF model, indicating that domain features are important.

When Experiment ) removes sentiment features and only uses domain and semantic features,
the accuracy on the Weibo21 dataset is 0.821, and the F1 score is 0.827, representing a decrease of
9.1% and 9.6% respectively compared to DESF. On the FakeNewsNet dataset, the accuracy is 0.827
and the F1 score is 0.828, representing a decrease of 1.3% and 2.1% respectively compared to DESF,
indicating that sentiment features contribute to fake news detection.

Comparing Experiments () and (), it is found that on the Weibo21 dataset, the detection
performance after removing sentiment features declines faster than after removing domain features,
indicating that sentiment features play a more prominent role.

In Experiment (5, when semantic features are removed and only sentiment and domain features
are used for fake news detection, the accuracy decreases by 9.7% and the F1 score decreases by 10.4%
compared to the DESF model, representing a larger performance decline than in Experiments ()
and (). This suggests that semantic features aid in understanding and judging a news item, and it is
important to fully grasp the semantic information when detecting fake news to facilitate understanding
of the news text content.

Observing the results of Experiment (), which only uses semantic features and removes the
attention mechanism to capture domain-related sentiment features, it achieves the lowest accuracy
and F1 score among the five models. Compared to the DESF model, it is 13.6% lower in accuracy and
14.1% lower in F1 score on the Weibo21 dataset, and 4.9% lower in accuracy on the FakeNewsNet
dataset. This demonstrates that the core module proposed in this paper (domain-related sentiment
feature extraction) has a positive effect on fake news detection tasks. Visual comparisons of the
ablation experiments are shown in Figs. 7 and 8.
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Figure 7: Ablation experiments on Weibo21
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Figure 8: Ablation experiments on FakeNewsNet

5 Conclusion and Future Work

In the turbulent tide of the information age, fake news detection has become an urgent and critical
task. Given its enormous social impact and potential harm, we delve into the field of fake news
detection and come up with an innovative model. This model not only takes into account the semantic
features of news texts, but also incorporates the emotional features and domain-specific expertise. By
introducing the attention mechanism, we successfully achieve a deep integration of semantic features,
emotional features and domain features. This fusion approach not only enhances the model’s ability
to understand news content, but also improves its sensitivity and accuracy in identifying fake news.
The experimental results show that our model has achieved remarkable results in the task of fake news
detection, which is not only more accurate than the existing methods, but also shows good robustness
in dealing with complex situations. This result fully demonstrates the practical value and potential of
our model in the field of fake news detection. In the future, we will continue to deepen the research
on feature fusion methods and explore more efficient and accurate fusion strategies. At the same time,
with the continuous development of information technology and the increasing richness of multi-
modal data, we will also pay attention to the application of multi-modal and multi-domain data in
fake news detection, and try to put forward new research directions and solutions.
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