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ABSTRACT

With the development of vehicles towards intelligence and connectivity, vehicular data is diversifying and growing
dramatically. A task allocation model and algorithm for heterogeneous Intelligent Connected Vehicle (ICV)
applications are proposed for the dispersed computing network composed of heterogeneous task vehicles and
Network Computing Points (NCPs). Considering the amount of task data and the idle resources of NCPs, a
computing resource scheduling model for NCPs is established. Taking the heterogeneous task execution delay
threshold as a constraint, the optimization problem is described as the problem of maximizing the utilization of
computing resources by NCPs. The proposed problem is proven to be NP-hard by using the method of reduction
to a 0–1 knapsack problem. A many-to-many matching algorithm based on resource preferences is proposed. The
algorithm first establishes the mutual preference lists based on the adaptability of the task requirements and the
resources provided by NCPs. This enables the filtering out of un-schedulable NCPs in the initial stage of matching,
reducing the solution space dimension. To solve the matching problem between ICVs and NCPs, a new many-
to-many matching algorithm is proposed to obtain a unique and stable optimal matching result. The simulation
results demonstrate that the proposed scheme can improve the resource utilization of NCPs by an average of 9.6%
compared to the reference scheme, and the total performance can be improved by up to 15.9%.
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1 Introduction
1.1 Background

Intelligent Connected Vehicle (ICV) is the new generation vehicle that takes vehicles as the main
body and main nodes, combined with intelligent control and Internet of Vehicle communication
technology, to enable information sharing and cooperative control between vehicles and external
nodes, and achieve safe, orderly, efficient, and energy-saving driving of vehicles. The ultimate goal of
ICV is fully autonomous driving. ICVs provide some application services such as driving safety, traffic
information services, etc. These services will generate “big” data and computing tasks through their
own sensors and interaction with other external network devices during driving. These computing
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tasks have unique computing and data processing requirements, while also being limited by the
computing capability of the vehicle itself. These tasks often require the assistance of network devices
with greater computing power to handle real-time information processing, especially in emergency
situations such as collision avoidance at intersections or in remote areas [1]. While edge computing
and cloud computing offer potential solutions, highly variable traffic environments can cause network
connections to change rapidly, requiring computing paradigms capable of handling dynamic tasks [2].

Compared with cloud and edge computing, dispersed computing paradigms exhibit higher task
allocation efficiency due to their ability to select optimal computing device locations based on task
requirements. Dispersed computing is the introduction of the concept of networked computation
points (NCPs) [3]. NCPs is a class of wireless heterogeneous devices with computing capability. The
cloud centers, base stations, mobile terminals with computing capability, etc., all of these devices are
at the same level. They play the role of NCPs in the dispersed computing network. This distributed
network system based on dispersed computing resources not only satisfies the computing tasks
offloading, but also shares resource information of various computing nodes in the network when
facing computing task requests. From the perspective of task users, NCPs need to meet the computing
resource requirements of computing tasks, ensure task completion, and enable task users to obtain as
many advantageous computing resources as possible. From the perspective of NCPs themselves or the
entire system, limited by the idle computing resources that NCPs can provide, NCPs not only need to
distribute task requests to other NCPs when they exceed their computing capability, but also need to
attract tasks from other overloaded nodes when they still have idle resources, in order to improve the
effective utilization of computing resources [4,5].

Dispersed computing uses the idle computing resources provided by NCPs to facilitate computing
resource cooperation in ad-hoc networks. This approach aligns with the concept of vehicle ad-hoc
networks [6]. Meanwhile, vehicular tasks that rely on dispersed computing require access to the com-
puting capabilities of NCPs. Assigning tasks in a dynamic and heterogeneous network environment
presents several challenges that must be considered. Considering the significant differences in data
size and computational complexity among different vehicle tasks in practice. Efficient scheduling and
allocation of heterogeneous tasks are crucial for dispersed computing. Likewise, NCPs vary greatly in
both computing resources and communication capabilities. Coordination of task offloading strategies
and NCP resource allocations is essential. Thus, it is imperative to design an efficient and joint task
allocation mechanism.

1.2 Motivation and Contributions

This paper will examine the way in which the matching problem between task ICVs and NCPs in
a dispersed computing environment. In response to the latency and data rate requirements of specific
ICV services, when vehicle tasks exceed their own computing capabilities or have other requirements, it
is necessary to utilize other NCPs with idle resources in the dispersed computing system to accomplish
task computing that the vehicle itself is unable to achieve. On this basis, computing task offloading and
resource allocation algorithms should be designed. To solve the problem of maximizing the utilization
of dispersed computing resources suitable for ICV services, it is necessary to establish a selection
strategy between task ICVs and NCPs based on the preference lists. Furthermore, a many-to-many
matching algorithm should be designed to achieve efficient matching between tasks and resources.

To address the aforementioned challenges, our paper makes several contributions to this field.
The following specific revisions could be made for each numbered contribution:
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1) We establish a dispersed network consisting of multiple ICVs and NCPs. By leveraging idle
computing resources shared by NCPs based on task requirements, we establish the problem formula-
tions for maximizing the comprehensive resource utilization rate and task completion efficiency, and
we prove the problem is a Non-deterministic Polynomial-hard Problem (NP-hard).

2) We propose a preference mechanism to construct a preference list for both task ICVs and NCPs
based on their different requirements and optimize the scheduling of both ICVs and NCPs.

3) We design a many-to-many matching algorithm that transforms ICVs-NCPs matching into
task-resource matching. We also prove the stability of the solution and the upper bound of the
algorithm’s computational time complexity.

In the paper, the research contents are as follows. In Section 2, we review the related work of
resource allocations. In Section 3, we present the system model and problem formulation. In Section 4,
we present the preference mechanism and many-to-many matching algorithm for ICVs and NCPs. In
Section 5, we validate our model and algorithm by numerical simulations. Finally, in Section 6, we
propose the conclusions and prospects.

2 Related Work
2.1 Task Allocation

Since 2018, the Autonomous Networks Research Group at the University of Southern California
has been conducting research on dispersed computing. Yang et al. [7] proposed a maximum weight
strategy for the directed acyclic graph (DAG) scheduling problem in dispersed networks, and proved
the effectiveness of the proposed strategy. Nguyen et al. [8] proposed corresponding optimal scheduling
strategies for end-to-end transmission delays in dispersed computing systems using secure copy. The
delay is fitted as the optimal quadratic regression function for file size. Hu et al. [9] duplicated and split
computationally intensive tasks (videos) to improve the throughput of dispersed computing systems
under different task loads comprehensively. Ghosh et al. [10,11] proposed a dispersed computing
network architecture based on container orchestration. This system enables efficient task offloading
among NCPs. Kao et al. [12] proposed an online learning algorithm to achieve a better task offloading
policy than best offline by continuously learning the performance of unknown computing nodes.
Coleman et al. [13] synthesized a set of NCPs into a dispersed computing network framework for
distributed execution of complex tasks on a group basis. The scalability of the proposed framework
is also discussed so that it has general attributes. The Autonomous Networks Research Group is the
main participant in the dispersed computing project. The researches mentioned above are based on
DAG and provides a reference for follow-up researchers from the perspective of dispersed computing
architecture.

Researchers from other institutions have investigated the theory and applications of dispersed
computing. Rahimzadeh et al. [14] proposed a dispersed computing task scheduling system for image
stream processing. Compared with traditional algorithms, its processing efficiency on real images has
been greatly improved. Aiming at minimizing the total energy consumption of dispersed computing
systems, Wu et al. [15] proposed a bilateral matching algorithm to rationally allocate computing
resources and achieve the optimal selection of task offloading nodes. Zhou et al. [16] considered the
feasibility of task allocation and resource scheduling in dispersed computing systems. The proposed
system is proved through mathematical theory that is stable and feasible. A resilient resource allocation
method when the dispersed network has failed nodes is further proposed in [17]. Even if the network
degrades, task completion is still guaranteed.
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2.2 Computing Resource Allocation

From the existing research results, energy consumption, latency, and resource utilization are still
the key and difficult fields of computing resource allocation research. According to the research
objectives of this paper, the focus is on reviewing existing research results from two aspects: delay-
driven resource allocation and resource utilization-driven resource allocation.

Zhou et al. [18] aimed at the problem of computing resource allocation between vehicles and user
devices, they proposed a stable matching algorithm based on the two-sided matching game with the
goal of minimizing network delay (including transmission and task processing delay) and adopted a
pricing mechanism to achieve stable matching between users and vehicles. Wang et al. [19] proposed
a delay minimization algorithm for task allocation, computing resources, and transmission resources
allocation between edge devices, multi-layer heterogeneous mobile edge servers, and cloud servers. The
proposed algorithm can minimize the total computation and transmission time of edge computing
networks. Fan et al. [20] aimed to reduce the response delay of all tasks. They designed an online
reinforcement learning algorithm to solve the resource coupling problem of dynamic tasks in the fog
computing environment. Guo et al. [21] established an edge node-oriented throughput model. With
the objective of minimizing the packet average delay, a delay-sensitive resource allocation algorithm
based on dominant role evaluation is proposed. Wan et al. [22] addressed research on vehicle task
offloading and computing resource allocation in mobile edge environments. In order to minimize the
total latency of task transmission and computation, they investigated the model and algorithm based
on a multi-layer matching strategy. Wu et al. [23] proposed an extended deep-Q-learning algorithm to
enable intelligent vehicular nodes to learn the dynamic environment and predict the optimal minimum
contention window.

Resource utilization is one of the important metrics for computing resource providers to assess
system costs. Since the dispersed resources of NCPs are all very limited, it is especially important
to allocate and optimize dispersed resources and utilize them rationally. Wang et al. [24] proposed a
detailed multi-layer computing model and optimization method. The purpose is to use a multi-layer
computing system to effectively combine fog computing and edge computing to achieve effective task
offloading and resource allocation. In order to provide low latency services to heterogeneous users in
the industrial internet of things. Kumar et al. [25] established a game theory-based resource utilization
maximization allocation model. The allocation of computing resources to multiple users is achieved
by minimizing the service cost through virtual pricing of invoking edge servers. Yi et al. [26] proposed a
branch-and-price greedy algorithm to realize the multi-dimensional computation resource allocation.
They jointly optimized latency and resource utilization in the paper. Dispersed computing serves as
a complement to other computing paradigms. Relevant studies of other computing paradigms can
provide inspiration when designing task offloading and resource allocation algorithms for dispersed
computing [27,28].

In summary, most of the existing research on dispersed computing has ignored the heterogeneity of
NCP and tasks. In addition, the dispersed computing scenario has its special characteristics compared
to other application scenarios. Tasks such as traffic safety and autonomous driving directly involve
human life safety, and the latency and reliability requirements for task processing are almost perfect,
and they must be based on the completion of the task. Finally, none of the above references considers
the waste of computing resources. This is particularly important for resource constrained scenarios.
The allocation of computing resources in ICVs scenarios has its particularity, and existing research has
provided various computing resource allocation schemes, with optimization goals focused on energy
consumption and latency. In addition, how to better utilize NCPs computing resources in a dispersed
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computing network environment is also a worthwhile research question. The summary of the literature
work is shown in Table 1.

Table 1: The summary of the literature

Purpose Reference Objective Approach

Task allocation

[7] Throughput DAG
[8] Delay Real-world experiments
[9] Throughput DAG
[10,11] Delay Real-world experiments
[12] Energy, delay Learning
[13] Risk, makespan, cost DAG
[14] Processing rate DAG + Stream
[15] Energy Bilateral matching game
[16] Task and resource Stackelberg game
[17] Task and resource Heuristic algorithm

Resource allocation

[18] Delay Bilateral matching game
[19] Delay Latency minimization algorithm
[20] Delay Reinforce learning
[21] Delay, throughput Deep reinforcement learning
[22] Delay Heuristic algorithm
[23] Contention window Extended deep Q-learning
[24] Delay Multi-tier framework
[25] Resource utilization Game
[26] Delay, resource utilization Branch-and-price greedy algorithm

3 System Model and Problem Formulation
3.1 System Model

Referring to the dispersed computing network framework proposed in [3], we model a dispersed
computing network for heterogeneous ICVs applications, and the model is established on the dispersed
computing layer between the application layer and the physical layer, see Fig. 1 below. We assume that
there are n ICVs and m NCPs in the dispersed computing network, V and P are used to represent the
collection of task ICVs and NCPs, respectively:

V = {v1, . . . , vi, . . . , vn}
P = {

p1, . . . , pj, . . . , pm

} (1)

where n < m. Let N = {1, 2, . . . , n}, M = {1, 2, . . . , m}. The arrival of ICVs and NCPs obeying the
Poisson process. For a certain ICV, other ICVs with no tasks and available resources can also be NCPs.

cvi ,ri represents that vehicle vi can divide the task size into ri units based on the different tasks,
with each unit having a data volume of cvi ,ri . Each NCP pj is considered as a resource pool, and bpj ,rj

represents that the computing resources in the resource pool of NCP pj can be divided into rj resource
units, with each unit having a computing resource of bpj ,rj . Corresponding to different task requests
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of vehicle vi based on different resources. Each resource unit can only execute task requests from one
vehicle task unit at the same time, and each vehicle can use multiple resource units from the same
NCP or between different NCPs. Therefore, the matching problem between vehicle tasks and NCPs
is transformed into a many-to-many matching problem between task unit cvi ,ri and resource unit bpj ,rj .
The task matrix of all vehicles and the resource matrix of NCPs are represented as:

C = [C1, . . . , Cn]
T (2)

B = [B1, . . . , Bm]T (3)

where Ci = {
cvi ,1, . . . , cvi ,ri

}
, Bj = {

bpj ,1, . . . , bpj ,rj

}
.

Figure 1: Dispersed computing network for heterogeneous ICV tasks

Considering the total task volume of task vehicles in a batch and the total resources that NCPs
can provide, we can obtain:

n∑
i=1

Ci ≤
m∑

j=1

Bj (4)

Specifically, for a certain task vehicle, the relationship between its task volume and required
resource volume can be expressed as:

Ci ≤
q∑

j=1

Bj, 1 ≤ q < m (5)

Therefore, the resource utilization rate corresponding to the execution of ICV tasks can be
expressed as:

Q1 =
n∑

i=1

m∑
j=1

xij

Ci(
Bj

)
i

(6)

where xij is a binary variable that represents the matching relationship between task ICVs and NCPs.
xij = 1 represents that ICV vi has a task executing computation at NCP pj. Otherwise, xij = 0. (Bj)i is
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the total resource unit corresponding to pj paired with vi. Furthermore, considering the particularity
of ICV tasks, their execution time should not exceed the strong time delay constraint required by the
task. Therefore, the execution time efficiency of ICV tasks can be expressed as:

Q2 = 1
n

n∑
i=1

ti

t(ci)

(7)

where ti and t(ci) represent the task execution time and task delay constraints of vi, respectively.

3.2 Problem Formulation

Referring to the characteristics that ICV task allocation should have, the goal of this study is to
maximize the quality of task completion. Based on the above proposed dispersed computing network
for heterogeneous ICV applications, considering latency and resource utilization, the optimization
problem of maximizing resource utilization is modeled as:

max
R

Q = Q1 + Q−1
2 (8)

s.t.
n∑

i=1

xij ≤ Bj, ∀j ∈ P (8a)

m∑
j=1

xij ≤ Ci, ∀i ∈ V (8b)

n∑
i=1

Ci ≤
m∑

j=1

Bj, ∀i ∈ V , j ∈ P (8c)

Ci ≤
q∑

j=1

Bj, ∀i ∈ V , j ∈ P, q < M (8d)

(
cvi ,ri

)
j
≤ bpj ,rj , ∀i ∈ V , j ∈ P (8e)

ri ∈ Z+, rj ∈ Z+, ∀i ∈ V , j ∈ P (8f)

xij ∈ {0, 1}, ∀i ∈ V , j ∈ P (8g)

ti < t(ci), ∀i ∈ V (8h)

where R is the set of all task scheduling strategies. Eqs. (8a) and (8b) ensure that the number of
matching pairs does not exceed the number of vehicle task units and NCP resource units. Eq. (8c)
indicates that the total number of vehicle tasks is less than the total number of resource units that the
NCP can provide. Eq. (8d) represents the resource units of the vehicle task count not exceeding q (≥ 1)

NCPs, which depends on the results of preference matching. The calculation of preference values will
be introduced in the next section. Eq. (8e) ensures that the data size unloaded from task vehicle v to
NCP p does not exceed the currently available resource size of p. Eq. (8f) ensures that the number
of task units for vehicle segmentation and the number of resource units for point segmentation are
positive integers. Eq. (8h) is a time constraint to ensure that the task execution time is less than the
allowed threshold. Obviously, the problem described by Eq. (8) and their constraints is NP-hard.

Theorem 1: Problem (8) is NP-hard.
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Proof: Optimization problem (8) is a mixed integer nonlinear problem. By using the constraint
method, the constrained optimization problem (8) can be transformed into a 0–1 knapsack problem
to prove that (8) is NP-hard.

Regarding question (8), consider a special case where ti = t(ci), ∀i ∈ V . In this case, it means that
the time spent executing each task is exactly equal to the delay threshold of the task. At this point,
problem (8) can be transformed into the following special form:

max
xi∈{0,1}

1
m′∑
j=1

Bj

n∑
i=1

xi · Ci (9)

s.t.
n∑

i=1

xi · Ci ≤
m′∑
j=1

Bj (9a)

Given N items with their values {v1, . . . , vn} and weights {w1, . . . , wn}, we want to determine which
items to package to maximize the total value and satisfy the total weight constraint, that is:

max
xi∈{0,1}

n∑
i=1

xi · Ci (10)

s.t.
n∑

i=1

wi · μi ≤ B (10a)

Problem (10) is a common expression of the 0–1 knapsack problem, and Problem (9) can be
reduced to (10) by the following encoding:⎧⎨
⎩

Ci = μi

m′∑
j=1

Bj = B
(11)

where m′, m′ ≤ m is the number of all matched NCPs.

By providing input (8)–(10) can be accurately solved, resulting in:

(10) ≤P (9) ≤P (8) (12)

Since the 0–1 knapsack problem is an NP-hard problem, problem (8) is at least as difficult as the
0–1 knapsack problem, that is, problem (9) is NP-hard. By considering both Steps 1 and 2, it can be
proven that problem P4–1 is NP-hard. Theorem 4–1 has been proven.

3.3 Rationality Assumptions

1) Only the matching between the current round of vehicles and NCPs is considered, and only the
latest preference values of the current round are saved in the preference list for each vehicle and NCP.

2) The information sent between the vehicle and the NCP is genuine and there are no malicious
messages or attack threats.

3) Communication loss is not considered, and idle resources can be fully utilized.

4) The NCP must enable secure, mission-responsive resource sharing [3].
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4 Algorithm Design and Characteristic Analysis

According to the original optimization problem is NP-hard, problem (8) can be divided into
two sub problems, namely the NCP scheduling of task vehicles in each batch and the problem of
minimizing the execution delay of ICV tasks. Consider a two-layer iterative optimization process, in
which the task execution time obtained from the previous iteration is used to solve the scheduling
problem and obtain the NCP scheduling result. Then, the obtained point scheduling is used to solve
the delay minimization problem. The two sub-problems affect each other and ultimately obtain the
optimal overall performance result.

4.1 User Scheduling Based on Preferences

When determining a pairing relationship between ICVs and NCPs, they can possess specific
preferences based on their own conditions and be sorted by the degree of satisfaction. And the most
suitable matching object is selected according to the preference list. Next, we will discuss the ICV-to-
NCPs-based vehicle preference management architecture.

Preference principles: plays a task publisher role in dispersed computing. The preferences of ICV
can be divided into two points: Firstly, to ensure task completion, i.e., the computing resources of
the requested pairing NCPs are not less than the computing resources required for task completion.
The second is task completion time. The closer of the communication distance, the shorter the
signal transmission time. The stronger the computing capacity, the shorter the time to complete the
computing task. Therefore, ICV prefers NCP with close range and high computing capacity.

We propose a preference model that considers different preference principles. The preference
evaluation value of ICVs for NCPs can be calculated as:

RV
ij = I + W · Ej · φ

(
vi, pj

)
ψ

(
vi, pj

) + 1
, if

(
li − lj

) ≤ Li (13)

φ
(
vi, pj

) = 1 − Ci − Bj

Bj

, Bj >
Ci

2
(13a)

ψ
(
vi, pj

) =
(

li − lj

Li

)2

(13b)

where Ei is the preference initial value of NCPs. W is the weight factor that reflects the reliability of
network preference transmission. Once preferred matching devices are more reliable than new ones.
Eq. (13a) is called resource function, which indicates the adaptability of task required resources Ci

and NCP resources Bj, and always positive. Eq. (13b) is the normalized distanced function. li − lj =√(
xi − xj

)2 + (
yi − yj

)2
is the Euclidean distance from vi to pj, Li is the maximum transmission range

of vi. Eq. (13) indicates vi preference pj depends on resource adaptation and distance between them.
The farther the distance, the lower the preference. RV

ij = 0 when li − lj > Li. When the amount of
resources owned by pj is closer to the number of resources required by vi, vi prefers pj more, which
means simpler matching choices. Eq. (13) can be calculated by executing Algorithm 1.

NCP plays a task performer role in the network. The preference of NCP is also divided into two
points: one is auxiliary task completion; NCP will prefer tasks more that can be completed. The second
is resource conservation. As a provider of computing resources, NCP applies the fewest resources to
complete the most tasks, minimizing the waste of computing resources as much as possible.
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Algorithm 1: Calculation of preference value RV
ij

Input: li, lj, Ci, Bj, Li, I , Ej, Di

Output: preference sequence R(vi)
1 Initialization: RV

ij

2 for vi ∈ V and pj ∈ P do
3 Determine the mutual position based on Eq. (13a)
4 if li − lj > Li then
5 pj /∈ R(vi)

6 else
7 Calculate RV

ij base on Eq. (13)
8 end if
9 if RV

ij < Rth then
10 pj /∈ R(vi)

11 else
12 Record RV

ij

13 end if
14 end for
15 while Compare all calculated RV

ij do
16 Sort R(vi) by RV

ij sequence
17 end while
18 return preference sequence R(vi) for task vehicle

Similarly, the preference of NCP is usually determined by the preference evaluation value. The
preference evaluation value of NCPs for vehicles can be calculated as:

RP
ij = W

ψ
(
pj, vi

) + 1 − W

φ
(
pj, vi

) , if
(
li − lj

) ≤ Li (14)

φ
(
pj, vi

) = 1 −
∣∣Ci − Bj

∣∣
Bj

(14a)

ψ
(
pj, vi

) =
(

lj − li

Li

)2

(14b)

Eq. (14) is different from (13). The function ϕ(∗) in (13a) indicates that task vehicles prefer NCPs
with strong computing capability. The function ϕ(∗) in (14a) indicates that NCPs prefer task vehicles
with similar capability requirements. According to (14), we can obtain the preference sequence of all
NCPs regarding vehicles.

According to Algorithm 1, the preference sequence vector of vi about pj can be expressed as:

R (vi) =
(

Rv
i1, Rv

i2, . . . , Rv
imi

)
, mi < m (15)

where Rv
ij indicates that pj is ranked by vi in the Rv

ij-th position. mi < m is the number of NCPs that
finally fulfill the preference requirements of vi. The algorithm of preference sequence calculation of
R(pj) is similar to R(vi), and we will not be introduced in detail. The preference sequence vector of pj



CMC, 2024, vol.80, no.3 4291

about vi can be expressed as:

R
(
pj

) =
(

Rp
1j, Rp

2j, . . . , Rp
nj j

)T

, nj < n (16)

The preference list is established as:

R (V) = [
Rv

ij

]
n×m

(17)

R (P) = [
Rp

ij

]T

m×n
(18)

where the preference value that does not form a preference relationship in the matrix is represented
by 0. Note that the preference matrices R (V) and R (P) are incomplete, and the original optimization
problem (8) can be transformed into:

max
R

Q = Q1 + Q−1
2

s.t. (8a) ∼ (8h)

∀i ∈ R (V) , j ∈ R (P) (19)

The constraints in (19), the selection of task ICVs and NCPs have changed from the original set
to selecting from a preference list.

4.2 Many-to-Many Matching Algorithm

The problem (19) is the NP-hard problem can be solved by methods such as heuristic algorithms, it
has limitations in reducing latency and complexity. The heterogeneity of dispersed computing networks
makes the problem more difficult to solve. Thus, there is an urgent need for a method that can satisfy
the characteristics of reliability, low latency, and low complexity. Therefore, we propose Algorithm 2
based on preference matching to solve the optimization problem described in (19).

Algorithm 2: Many-to-many matching algorithm based on mutual preferences
Input: V, P, R(V ), R(P), Ci, Bj, N, M
Output: The stable match f 1

1. Initialization: R(V ), R(P)
2. for vi ∈ V do
3. Update preference sequence R(vi)
4. if vi /∈ R

(
pj

)
, where pj ∈ R (vi) then

5. Remove pj from R(vi)
6. else if vi ∈ R

(
pj

)
, where pj ∈ R (vi), RV

ij < Rth

7. Remove pj from R(vi)
8. else
9. Keep pj in R(vi)

(Continued)
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Algorithm 2 (continued)
10. end if
11. Sort vi according to the order of task request, and obtain new preference sequences

R (vi)
(1) =

(
Rv

i1(1) , . . . , Rv

im(1)
i

)
and R

(
pj

)(1) =
(

Rp

1(1) j
, . . . , Rp

n(1)
j j

)T

12. end for
13. while for all vi ∈ V do
14. Send matching requests based on R(V )
15. if Bj = Ci then
16. pj accept matching requests and forms an exact matching pair
17. else
18. According to R(V ), pj selects the most preferred vi to accept matching requests
19. end if
20. end while
21. Create unmatched ICVs sets V (1) and inexactly matched NCPs P(1), remove matched ICVs and

NCPs, update preference sequences toR (vi)
(2) =

(
Rv

i1(2) , . . . , Rv

im(2)
i

)
, vi ∈ V (1) and

R
(
pj

)(2) =
(

Rp

1(2) j
, . . . , Rp

n(2)
j j

)T

, pj ∈ P(1)

22. while for all vi ∈ V do
23. Send matching requests based on R(V (1))
24. if Bj > Ci, where �vs ∈ V (1)|Bj − Ci > Cs then
25. pj forms a matching pair with vi, but not with vs

26. else if Bj > Ci, where ∃vs ∈ V (1)|Bj − Ci > Cs then
27. pj forms a matching pair with vi, while also matching with vs

28. end if
29. Create unmatched ICVs sets V (2) and unmatched NCPs P(2), remove matched ICVs and

NCPs, update preference sequences to R (vi)
(3) =

(
Rv

i1(3) , . . . , Rv

im(3)
i

)
, vi ∈ V (2) and

R
(
pj

)(3) =
(

Rp

1(3) j
, . . . , Rp

n(3)
j j

)T

, pj ∈ P(2)

30. if Bj < Ci then
31.

{
pp, . . . , pq

} ∈ P(2) form matching pair with vi, where
∑q−1

j=p Bj < Ci and
∑q

j=p Bj > Ci

32. end if
33. end while
34. while V (2) 
= ∅ do
35. repeat
36. Step 22–33 in Algorithm 2
37. until All ICVs have been matched.
38. end while
39. return The optimal matching solution f 1 for task ICVs
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4.3 Performance Analysis of Algorithm

According to Theorem 1, the optimization problem (8) is an NP-hard. However, the solving
process and complexity of the problem (15) have been simplified by defining Algorithm 1 and
Algorithm 2.

Theorem 2: If the preference sequence matrix of R(V) and R(P) are strict, then the matching
solution f 1 of the optimal problem (8) obtained by Algorithm 2 is stable.

Proof: Suppose the matching solution is not stable, then matching pairs ps ∈ f1 (vi) , pj ∈ f1 (vr) are
existing, where vi, vr ∈ V , pj, ps ∈ P. And since the preference sequence matrix of R(V) and R(P) are
strict, there is tv

ij � tv
is in the matrix R (V), which means that pj forms a matching pair pj ∈ f1 (vi) with vi

earlier than ps. This contradicts the hypothesis that pj ∈ f1 (vr). Therefore, there is no unstable matching
pair in the matching solution calculated by Algorithm 2, i.e., the matching solution f 1 is stable.

Theorem 3: If the preference sequence matrix of R(V) and R(P) are strict, then the matching
solution f 1 of the problem (8) obtained by Algorithm 2 is optimal for the task vehicle.

Proof: Suppose that there is a non-optimal matching pair (vi, pj) in the match f 1. It means that (vi,
ps) is an optimal matching pair. But ps is matching with vr. That is tv

is � tv
ij, tv

rs � tv
r∗ and tp

rs � tp
is.

In the stable matching f ′
1 , there must be a matching pair (vi, ps). Suppose vr is matching with pq

at this time, where pq 
= ps. And tv
rs � tv

r∗ indicates that (vr, ps) must exist in the matching f ′
1 . This

contradicts with (vi, ps) in f ′
1 . According to the above results, the assumptions are not tenable. The

matching solution is optimal for task vehicle. Proof done.

Theorem 4: The time complexity of preference algorithm is O(nm).

Proof: During the preference computation, memory consumption is negligible and only compu-
tation cost is considered. Each NCPs receives the information (length m) from each ICV. The time
consumption of is plausibility check is less than the length of the information table, as the maximum
time of plausibility check is O(m). n ICVs send task and preference match, that is, each NCP performs
n check at most. Thus, the total time complexity of the preference algorithm is O(nm). Proof done.

5 Numerical Evaluations

In this section, datasets were constructed based on different ICV task types, and an experimental
platform was built based on Python and MATLAB/Simulink using a laptop with Intel i5-6200U
CPU@2.4 GHz. The correctness and effectiveness of the proposed algorithm were verified through
numerical simulation experiments.

5.1 Simulation Experiment Setup

Within an area of 2000 m × 2000 m, ICVs and NCPs are randomly dispersed as shown in Fig. 2.
There are fixed numbers of 150, 300 and 50 ICVs for each of the three task types. The initial number
of three types of NCP is 150, 300, and 20, respectively. Fig. 2 shows the distribution of ICVs with
heterogeneous task types and NCPs with heterogeneous computing capabilities at a certain moment,
where all task ICVs are randomly dispersed on the roads of the block, N-1 and N-2 NCPs are randomly
dispersed within the region, and N-3 NCPs are randomly dispersed in the center of 20 out of 25 blocks.

Each vehicle randomly sends tasks to NCPs based on their types and requirements, so ICVs and
NCPs are categorized into three types. Type-1 vehicles (V-1): tasks of autonomous driving; Type-2
vehicles (V-2): tasks of traffic safety; Type-3 vehicles (V-3): tasks of vehicular entertainment. Type-1
NCPs (N-1): Large quantity, small computing resources, near the task vehicle, such as smartphones.
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Type-2 NCPs (N-2): The quantity, computing resources, and distance all are medium. Such as personal
computers. Type-3 NCPs (N-3): Small quantity, large computing resources, far away from the vehicle.
Such as terminal servers. The important characteristics of ICVs and NCPs are specified in Table 2,
Some parameters in Table 2 refer to [29].

Figure 2: Task completion rate under different numbers of NCPs

Table 2: Information related to different types of ICVs and NCPs

Participant Quantity Computation capacity (GHz) Tasks (bits) Range (m)

V-1 150 0.5 [1.5 × 103, 1 × 104] 80
V-2 300 [2.4 × 104, 1 × 105] 150
V-3 50 [3 × 105, 1 × 106] 360
N-1 [150,450] [0.4,1] / 100
N-2 [300,600] [1,2] / 200
N-3 20 [2,4] / 500

To evaluate the performance of the matching algorithm proposed in this paper, several types of
algorithms were selected for comparison:

Traditional matching game algorithm: only considering the preferences between the task ICV and
NCP, the task vehicle initiates a request, and the NCP responds and chooses to accept or reject, with
the aim of obtaining a stable match.

Greedy algorithm: Select NCPs nearby for task vehicles until the task requirements are met.
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Alternating Direction Method of Multipliers (ADMM) algorithm [30]: A distributed algorithm
that alternately updates variables.

5.2 Simulation Results and Analysis

By and large, our proposed matching algorithm has demonstrated good performance and can
effectively complete the computational tasks of a dispersed computing network.

1) Task completion ratio: In terms of task completion ratio, we fixed the number of N-3 in our
simulation. As we increased of N-1 and N-2, the task completion ratio approached 100%. By observing
Fig. 3, it can be seen that when the number of NCPs and corresponding types of ICVs is 2:1, the task
completion rate can reach 100%. In real life, N-1 (such as smartphones) is much more common than
N-2. Therefore, increasing the number of N-1 is more realistic than increasing N-2. Obviously, it is
superior to the matching algorithm proposed by [31].

Figure 3: Task completion rate under different numbers of NCPs

2) Resource utilization rate of NCPs: As shown in Fig. 4, we demonstrate the resource utilization
rate under different numbers of NCPs. In general, the resource utilization rate corresponding to V-
2 is lower compared to the other two types of ICVs. When the number of NCPs is 300/300/20, the
utilization rate of V-2 is higher than that of V-3. The reason is that the increase in N-1 provides more
options for V-1 and V-2, and the quantity of V-1 is relatively less, so the resource utilization rate of V-2
will increase more. When the total number of NCPs is 770. Compared to the scenario with 150/600/20,
the number of NCPs is 450/300/20 has the highest overall resource utilization rate. This is because N-1
has a lower computational capacity, and as per Algorithm 2, it allows for a wider range of matches.
N-1 can also choose a more suitable vehicle for pairing.
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Figure 4: The utilization rate of computing resources to complete various tasks

3) Delay of vehicle tasks: In Fig. 5 and Fig. 6, the simulation results of delay of vehicle tasks show
that increasing the number of N-2 outperforms increasing N-1 in terms of total delay. The average delay
of V-1 decreases regardless of whether N-1 or N-2 is increased (Fig. 5). Comparing two scenarios with
the same number of NCPs (150/600/20 and 450/300/20), The delay for V-1 decreased by 6.50% and
for V-2 decreased by 5.40%, while the delay for V-3 increased by 3.00%. When the number of NCPs
is 150/600/20, the increase of N-2 will be prioritized to be allocated resources by V-3. As a result, the
average delay of V-2 increases, and the average delay of V-3 decreases. However, it can be observed
from Fig. 7 that the normalized delay performance gradually reduces. The total delay for all vehicles
decreased by 1.86% (Fig. 6). When comparing the two scenarios 150/600/20 and 450/300/20, V-2, V-3
and total delay all increase except for V-1.

Figure 5: The average delay corresponding to completing different vehicle tasks
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Figure 6: The total delay corresponding to completing different vehicle tasks

4) Total performance: Fig. 7 shows the performance indicators after normalizing resources and
latency according to Eq. (8). It can be seen that as the number of NCPs increases, the impact on latency
performance is not significant. The reason is that although the optimization of latency performance
is considered in the goal, latency also appears as a constraint condition, with time thresholds for each
type of task. The resource performance target increases with the increase of NCPs, which is obvious
because the increase of NCPs means that there are more matching objects available for selection.

Figure 7: Performance indicators under different numbers of NCPs

At the same time, the increase in resource NCPs near the task ICVs also indirectly affects the
time consumption and transmission delay in the matching process. When the number of NCPs is the
same, the latency index in the 450/300/20 scenario is better than that in the 150/600/20 scenario. After
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adding computational resource indicators, 450/300/20 has better performance. This is due to the fact
that N-1 NCPs have fewer idle resources, making it easier to find matching objects in the matching
process based on effective resource utilization. When matching tasks with the same amount of data,
even if it causes resource waste, its effective utilization rate is higher.

5) Performance comparison with other algorithms

We will conduct numerical experiments to compare the algorithm proposed in this paper with
traditional matching games, greedy algorithms, and ADMM algorithms, and explore the effectiveness
of the proposed algorithm, as shown in Figs. 8 to 9. Based on the previous experiments, the initial
number of NCPs is set to 450/300/20, and the number of ICVs is the same as before.

Figure 8: Comparison of resource and delay performance with other algorithm

Figure 9: Comparison of total performance with other algorithm
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Figs. 8 to 9 show the numerical experimental comparison results between the proposed algorithm
and existing algorithms in this paper. As shown in the figure, traditional matching games perform
worse than greedy algorithms in various performance indicators when there are fewer NCPs. As
the number of NCPs increases, the performance indicators of traditional matching games perform
better than greedy algorithms. This is because greedy algorithms prioritize selecting NCPs closer
in distance, which can match task ICVs to NCPs faster and reduce queuing waiting time. As the
number of NCPs increases, the number of NCPs with lower adaptability around the task ICV also
increases, so their performance indicators will fluctuate with the changes in NCPs. Overall, whether it
is traditional matching games or greedy algorithms, the many-to-many matching algorithm based on
mutual preferences proposed in this paper is more effective in various performance indicators.

The overall performance index of the ADMM algorithm gradually approaches the many-to-many
matching algorithm based on mutual preferences as the number of NCPs increases. The reason is that
the ADMM algorithm decomposes the original optimization problem into several sub problems and
solves them in parallel, resulting in a small error between the final result and the optimal result. The
many-to-many matching algorithm based on the preferences of both parties can maintain performance
indicators close to ADMM in the case of a large number of computing NCPs. As shown in the above
chart, the proposed method can better improve the performance of the system when the number of
NCPs is small, and the algorithm with fewer NCPs is better than the ADMM algorithm. This is fully in
line with the characteristics of dispersed computing networks, which fully utilize the available dispersed
resources in the surrounding area when resources are limited, and maximize the Quality of Services
(QoS) requirements of tasks. The characteristics of the ADMM algorithm are strong computing
power and fast convergence speed. However, the computational time complexity of each iteration
of the proposed algorithm is O(N2M), while the computational time complexity of the ADMM
algorithm is O(N4). Compared to ADMM, the proposed algorithm significantly reduces complexity.
The proposed algorithm requires the most 15 iterations to obtain the optimal solution, and although
ADMM also has the characteristic of fast convergence speed, it converges to the optimal state after 18
iterations (Fig. 10). Therefore, from the perspective of computational complexity and iteration speed,
the proposed algorithm also has advantages.

Figure 10: Number of iterations
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Compared with previous studies [30,31], the innovation of the model and algorithm proposed
in this chapter lies in: 1) Considering the heterogeneity of tasks and NCPs in dispersed computing
scenarios, which conforms to the characteristics of task offloading and allocation based on dispersed
computing; 2) Unlike literature [30], the optimization objective of this chapter is to maximize task
completion rate with optimal resource utilization as the constraint. Compared with research that only
focuses on network throughput, this approach focuses more on the utilization of limited resources in
dispersed computing environments; 3) For the three common application scenarios in the dispersed
computing network scenario, considering the coexistence of the three types of applications, it has a
more complex topology compared to the single task QoS requirement in Reference [30], but it can
also achieve good task completion rate.

6 Conclusion and Future Work

This paper investigates how to ensure the minimum latency of ICV tasks and the maximum
resource utilization of NCPs in dispersed computing networks. Firstly, we establish an optimization
model for the correlation between the two parties through NCPs serving task ICVs. Secondly, in the
optimization model, factors such as resource constraints of NCPs are considered. By introducing two
factors: resource adaptability and communication range, a preference sequence between ICVs and
NCPs is established. The task allocation problem can be transformed into a many-to-many matching
problem. A resource preference based many-to-many matching algorithm is proposed, which ensures
the application requirements of task ICVs through the matching and resource allocation of both.
Finally, by comparing with different optimization schemes, the proposed algorithm has advantages
in performance such as task completion rate, convergence, and resource utilization, which proves its
superiority and effectiveness. The results show that the average task completion rate of the proposed
scheme is greater than 95.8%, and the average resource utilization rate is greater than 83.6%. In terms
of resource utilization performance and total performance, the proposed scheme is at least 9.6% and
4.0% better than the reference scheme, respectively.

In the future, this research can be further improved in the following ways: i) The proposed
algorithm can be verified with real data; ii) We can expand the preference list by introducing time
variables and historical preference values to update the preference list over time.
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